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About this document

This user guide provides procedures for monitoring, configuration, provisioning, and maintenance of Nexsan
Storage Systems using the Nexsan RAID Storage Plugin for VMware vCenter.

Note While Nexsan makes every effort to ensure the accuracy of technical documentation, screen images
and procedures may change after publication. In case of discrepancy, please check for the latest updates on
the Nexsan Support Web site. Also, refer to the latest Release Notes for known and resolved issues and

workarounds.

Conventions

Here is alist of text conventions used in this document:

Convention ’Description

underlined
blue

boldface
monospace
monospace

bold

italics

Cross-references, hyperlinks, URLs, and email addresses.

Text that refers to labels on the physical unit or interactive items in the graphical user
interface (GUI).

Text that is displayed in the command-line interface (CLI) or text that refers to file or
directory names.

Text strings that must be entered by the user in the command-line interface or in text fields
in the graphical user interface (GUI).

System messages and non-interactive items in the graphical user interface (GUI)
References to Software User Guides

Nexsan
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About this document

Notes, tips, cautions, and warnings

Note Notes contain important information, present alternative procedures, or call attention to certain items.
Tip Tips contain handy information for end-users, such as other ways to perform an action.
ﬁ CAUTION: In hardware manuals, cautions alert the user to items or situations which may cause

damage to the unit or result in mild injury to the user, or both. In software manuals, cautions alerts the
user to situations which may cause data corruption or data loss.

WARNING: Warnings alert the user to items or situations which may result in severe injury
or death to the user.

Contacting Nexsan

For questions about Nexsan products, please visit the Nexsan support Web page, and the E-Series and
BEAST Documents and Downloads page. If you are unable to find the answer to your question there, please
see our contact information below.

Service and support

Nexsan's Technical Services Group provides worldwide assistance with installation, configuration, software
support, warranty, and repair for all Nexsan products. A variety of service and support programs are available
to provide you with the level of coverage and availability your operation requires.

Nexsan Headquarters Worldwide Web site
325 E. Hillcrest Drive, Suite #150 WWWw.nexsan.com
Thousand Oaks, CA 91360 Technical services:
United States of America https://helper.nexsansupport.com/contact
European Head Office, UK E-Series/BEAST support:
Units 33-35 Parker Centre https://helper.nexsansupport.com/esr _support
Mansfield Road
Derby, DE214SZ
United Kingdom
Vi Nexsan
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About this document

Related documents

The following Nexsan product manuals contain related information:

Nexsan High-Density Storage User Guide

Nexsan E-Series™ Snapshots and Replication User Guide

Nexsan Multipathing Best Practices Guide

Nexsan RAID Storage Plugin for VMware vCenter User Guide

VMware Best Practices Guide

Nexsan E32V™ and Nexsan E18™/E18V™ RAID Storage Units Installation Guide

Nexsan E32V™ and Nexsan E18™/E18V™ RAID Storage Units FRU Removal and Replacement Guide
Nexsan E32XV™ and Nexsan E18X™/E18XV™ RAID Storage Expansion Units Installation Guide

Nexsan E32XV™ and Nexsan E18X™/E18XV™ RAID Storage Expansion Units FRU Removal and
Replacement Guide

Nexsan E60™/E60V ™/E60VT ™/E60P ™ and Nexsan E48™/E48V ™/E48VT™/E48P™ RAID Storage
Units Installation Guide

Nexsan E60™/E60V ™/E60VT ™/E60P ™ and Nexsan E48™/E48V ™/E48VT™/E48P ™ RAID Storage
Units FRU Removal and Replacement Guide

Nexsan E60X™/E60XV™ and Nexsan E48X™/E48XV™ RAID Storage Units Installation Guide

Nexsan E60X™/E60XV™ and Nexsan E48X™/E48XV™ RAID Storage Units FRU Removal and
Replacement Guide

Nexsan
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Chapter 1

Introduction

The Nexsan RAID Storage Plugin for VMware vCenter enables monitoring, configuration, provisioning, and
maintenance of Nexsan Storage Systems, and integrates Nexsan Storage with VMware vSphere.

The plugin is also intended to enable vCenter administrators to understand relationships between VMware
infrastructure — ESX hosts and clusters, datastores and virtual machines —and Nexsan Storage Systems,
Nexsan Volumes, and Storage Pools, particularly where these systems are handled by different teams.

Features at @ glanCe ... ... L 10
The Nexsan Storage WorkSPaCe . . . ... L 11
Nexsan 9
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Features at a glance

Features at a glance
The Nexsan RAID Storage Plugin for VMware vCenter:

Integrates Nexsan E-Series and BEAST storage into vSphere infrastructure management

Shows the relationships between vSphere hosts and datastores and Nexsan Storage Systems and
volumes

Provides reporting of Nexsan Storage System health, warnings, and 1/0 performance
Displays Nexsan event logs and system settings within vSphere
Enables direct provisioning of new storage into managed VMware infrastructure

Manages Nexsan Storage Systems, volumes and datastores, and physical disks

Once the plugin is added to vCenter, you'll find links to = Nexsan Storage, where you can view and manage
Nexsan Storage Systems. See "The Nexsan Storage workspace" (page 11)

The Nexsan RAID Storage Plugin for VMware vCenter supports all Nexsan E-Series and BEAST systems,
and VMware vCenter Server v. 6.0 and VMware vCenter Serverv. 6.5.

Note Nexsan recommends using the Nexsan Storage plugin with the vSphere Client (HTMLS5) user interface,
but the vSphere Flash Client is also supported. vSphere 6.0 supports only the Flash Client. Procedures and
illustrations in this document generally reflect the vSphere Client (HTML5) user interface.

vmware

Getting Started

To access vSphere, log in to:
vSphere Web Client (Flash)
vSphere Client (HTML5)

For help, see:
vSphere Documentation

Supported Functionality in vSphere Client (HTMLS)

vCenter Servers

10 | Part Number: D6200052 Rev: A
WWwWWw.nexsan.com
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Chapter 1: Introduction

The Nexsan Storage workspace

The Nexsan Storage workspace provides an overview of provisioned Nexsan Storage Systems and
Nexsan Volumes and VMware Datastores.

You can use the Options, Add System, and Refresh buttons to change monitoring options, add Nexsan
Storage Systems, and to refresh the workspace.

You can also follow links to added systems and volumes, and view details such as status, capacity, IP
address, model, and firmware.

vSphere Client (HTMLS)
vm vSphere Client Menu ~ Q, search
@} Home
@} Home & Shortcuts
4 Shortcuts Hosts and Clusters
[ WMs and Templates
Hosts and Clusters = storage E &-\ L—‘ =
[@ VMs and Templates | & Networking —= —
_ . . . Storage Metworking Global MNexsan
&l storage [ Content Libraries Inventory Storage
. T Lists
@ Networking E’; Global Inventory Lists
[ Content Libraries [ Policies and Profiles
E]P Global Inventory Lists = Nexsan Storage
@ Administration
@ Policies and Profiles Tasks
= Nexsan Storage M Fyents
0 Tags & Custom Attributes
¥ Administration
Q New Search Nexsan Storage
shortcuts
Tasks
Og Events
¢? Tags & Custom Attri__
4 MNew Search

To open the Nexsan Storage workspace:
1. Loginto avSphere client.
2. Do any of the following:
® |nthe Object Navigator, select = Nexsan Storage.
® On the vSphere toolbar,
® Select Menu (HTML5)/ Home (Flash) to open the menu.

® Select = Nexsan Storage.

® |nthe Shortcuts workspace (HTML5)/ Home workspace (Flash), select = Nexsan Storage.

Nexsan 11
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The Nexsan Storage workspace

Here's an example of a Nexsan Storage workspace, populated with Nexsan Storage Systems and Nexsan
Volumes and VMware datastores. To add your first Nexsan Storage System, see "Adding a Nexsan Storage
System to vSphere" (page 18)

Menu ~ i:L Search

(] Administratory

Nexsan Storage

ooB

Nexsan Storage Systems OPTIONS ] [ ADD SYSTEM ] [ REFRESH
System Status Capacity IP Address Model Firmware

™= Nexsan Beast#l v/ Norma 1n3.92TE MNexsan BEAST 50113013

B Nexsan E48P#2 V Normal | 5126 TB Nexsan E48 5011303 rc1

- EA8-767049-

S NexsarEdE 262049 v Normal  36.01TB Nexsan E48 RO11.1204.2

Nexsan Volumes / Datastores

Search: |

Volume Status Hosts Paths System Storage Pool Datastore Status
B vmi v/ Healthy O 0 MNexsan Beast#1 Array £2 B wm v Normal
‘ vm2 v’ Healthy 0 o] Mexsan Beast##l Array #2
‘ vma3 v’ Healthy 0 0] Mexzan Beast#i Array #2
‘ vm4 v’ Healthy 0 4] MNexsan Beast#1 Array #3
Section | Field ’ Description

Nexsan Storage
Systems

System
Status
Capacity

IP
Address

Model
Firmware

Nexsan Volumes /
Datastores

Volume

Status

Provides links to Nexsan Storage Systems added to vCenter, their statuses,
capacities, IP addresses, and the associated Nexsan model and firmware.

The model name of the Nexsan Storage System
The system status: Healthy, Fault, or Unknown
System storage capacity and number of drives

The IP addresses of the system.

Nexsan E-Series or Nexsan BEAST storage system model
The Nexsan firmware version

Provides links to each configured Nexsan VVolume workspace, health status,
number of hosts and paths, system name, and related storage pool and datastore
and datastore status

Names and links for configured volumes

The status of configured volumes

12 | Part Number: D6200052 Rev: A
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Chapter 1: Introduction

Section | Field ’ Description
Hosts The number of assigned hosts
Paths The number of connected paths

System The name of the associated system

Storage The associated storage pool / array
Pool

Datastore Any associated datastore

Status The status of the datastore

Next, see "Adding a Nexsan Storage System to vSphere" (page 18)

Nexsan 13
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The Nexsan Storage workspace

Context-sensitive entry points to Nexsan Storage

The plugin also provides context-sensitive entry points to Nexsan Storage from the vSphere workspace. Here
are some examples:

Hosts and Clusters workspace

1. Select the Configure tab.

2. From the Object Navigator, select Nexsan Storage.

Menu -~ 1:1 Search 9]

Administrator

0 172 ACTIONS v

Summary Monitor Configure Permissions VMs Datastores Networks More Objects

VMkernel adapters  ,  Nexsan Storage Systems

Physical adapters

System Status IP Address Model Firmware
TCP/IP configuration - i _
L B Mexsan E48VT-01 OFauLT Nexsan E48 RO11.1207
w \firtual Machines
B Ne E18- o y exsan G 7
VM Startup/Shutdo... == Nexsan E18-01 " Healthy Nexsan E18 0111207

Agent VM Settings Only Mexsan storage systems connected to the selected host are shown. See all Nexsan storage systems

Default VM Compati...

Swap File Location Nexsan Volumes / Datastores
Host Profile
Volume Status LUN Paths System Storage Pool Datastore Status
Time Configuration
o ) Nexsan E48VT- .
Authentication Servi. LY v Healthy | O ! o1 Arrayl
i , AQUT.
Certificate L YA  Healthy |1 N ) Nexsan E4BVT. Arrayl
. o1
Power Management
, AQUT.
Advanced System S.. ‘ A2V2 v Healthy 1 1 I;J]exsaw EABVT: 12
System Resource Re.. , AQUT.
) B DNA 24 v’ Healthy | 4 1 NexsaniE4EVK Array1 Ed Dna 24 v/ Normal
Firewall o1
i , AQUT.
el P‘d AT v Healthy | 3 1 EFXSME VT oroductionds P[JI ctonDatastore | ¥ Normal
Security Profile roductionDataStore roductionDataStore
5items
Systemn Swap
X Only Mexsan volumes assigned to the selected host are shown. See all Mexsan volumes
w Hardware
Processors
Memory

Power Management
w MNexsan Storage

MNexsan Storage

14 | Part Number: D6200052 Rev: A
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® Seclect Hosts and Clusters > Datastores:

Menu ~ i:'\ Search Administrator@VSPHERE.LOCAL ~
] ACTIONS v
Summary Monitor Configure Permissions VMs Resource Pools Datastores Networks More Objects
T Filter

Name 57 Status &7 Type 2 Datastore Clu 2 Capacity 52 Free 7
E datestoret4 v Normal VMFS 5 745GB 26.28 GB
El Datastore14b v Normal VMFS 6 259TB 205TB
E bs3 v Normal VMFS 6 28178 18178

® Select More Objects, then the Nexsan Systems or Nexsan Volumes tab.

Menu ~ i:'\ Search

H| ACTIONS

Summary Monitor Configure Permissions WMs Resource Pools Datastores Networks More Objects

@ Refresh All v Filter
Volume Name X7 Status X7 System ~  Capacity 0
o ANV MNormal UKSupportE48VT-01 10.0 TB
o AV2 Normal UKSupponE48vyT-01 524TB
Yo AWV Mormal UKSupportE48VT-01 10.0 TB
o AZVZ MNormal UKSupportE48VT-01 584TB

Storage workspace

® Select Configure > Nexsan Storage:

vm vSphere Client Menu ~ :'\ Search 9] Administrator@

5] g @9 ] DNA 24 | acrions
[ 1721725412 Summary Monitor Configure Permissions Files Hosts VMs More Objects

[A DerbyLab-6.5

= datastorel General Nexsan Storage REFRESH

= Device Backing

—] DNA 24 Connectivity and Multip Volume Status System Storage Pool
ProductionDataStore o

] Hardware Acceleration ‘ DNA 24 v Normal Nexsan E48VT-01 Arrayl

i UKSupportSataboy01.. bk =

= UKSuppartSataboy0l DU SEEE

Nexsan 15
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The Nexsan Storage workspace

Global Inventory Lists workspace

In the Object Navigator, select Resources > Nexsan Storage.

vmware® vSphere Web Client = QU | Administrator@VSPHERELOCAL ~ | Help = |

<4 Back

Global Inventory Lists

- vCenter CPU FREE: 15.85 GHz
[=! vCenter Home -

USED: 1.42 GHz CAPACITY: 17.06 GHz
(1 Virtual Machines

58 vApps
WM Templates in Folders

~+ Resources

MEMORY FREE: 7.41 GB
USED: 18.58 GB CAPACITY: 23.92 GB
STORAGE FREE: 11.18 TB

USED: 2.73 TR CAPACITY: 1291 TB
(] vCenter Servers

Datacenters

[g Hosts

[P clusters

(& Resource Pools

[ Datastores

E5 Datastore Clusters

€3 Networks

=2, Distributed Port Groups

- Actions

Create new content library
Create new datacenter
% Creale new cluster

B9 Create new datastore cluster 3 Alarms X x

& Create new distributed switch | AllL(1) | MNew (1)  Acknowl...

A UKSupportSataboy01 Datastore. ..
Datastore usage on disk

VWV VWV V VWV VvV WV

Distributed Switches

+ Nexsan Storage
¥ Mexsan Systems

W Nexsan Volumes

(1) RecentTasks | '¥0) (7) RecentObjects

16 | Part Number: D6200052 Rev: A
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Chapter 2

Configuring the plugin

This chapter includes the following topics to help you configure the plugin:

Adding a Nexsan Storage System tovSphere . . ... 18
Editing Connection Settings ... o 20
Removing a Nexsan Storage System from vSphere ... ... 21
Refreshing WOTKSPACES . . . ... 22
Changing MoNItoriNg Ot ONS ... e 25
Nexsan 17
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Adding a Nexsan Storage System to vSphere

Adding a Nexsan Storage System to vSphere

Use this procedure for details about adding your first Nexsan Storage System to vSphere.

To add a Nexsan Storage System:

1. Open the Nexsan Storage workspace.

Administrator@VSPHERE LOCAL ~

Nexsan Storage

Nexsan Storage Systems

Nexsan Volumes / Datastores

Volume Status Hosts Paths System

System Status Capacity IP Address

Storage Pool

Model

Datastore

options | [aposvstem | [ ReFREsH

Firmware

Status

2. Click Add System.

3. Inthe Add Nexsan System window, enter the IP address and password for the new system.

Add Nexsan System

Management IP address and credentials
IP Address: 192.155.25.33

User Name: ADMIN

Password: sesnus

Add Cancel

Note If you want to view Nexsan Storage in both vSphere clients, repeat this procedure in the second client.

18 | Part Number: D6200052 Rev: A
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Chapter 2: Configuring the plugin

4. Click Refresh to display the new system. See "Refreshing workspaces" (page 22)

Q, search Administrator@VSPHERE LOCAL ~
Nexsan Storage
Nexsan Storage Systems opTions | [ appsvstem || rerresH
System Status Capacity IP Address Model Firmware
B Nexsan Beast#1  Normal 13.92 T8 192.155.25.33 Nexsan BEAST SO11303.rct
Nexsan Volumes / Datastores
Volume Status Hosts Paths System Storage Pool Datastore Status

5. To monitor the system creation progress and related VMware activities, expand the Recent Tasks pane
at the bottom of the Nexsan Storage System workspace.

Recent Tasks Alarms

Task Mame w7 Target 2 Status 2 Initiator 2 Queued For
Add Nexsan system 5 172 v Completed VSPHERE.LOCAL\AdmInIstrator 66 ms
Remove Mexsan system 5 172 v Completed VSPHERE.LOCAL\AdmInIstrator 35 ms

All ~

Opening a Nexsan Storage System

To open a Nexsan Storage System:

® Inthe Nexsan Storage workspace, click a link in the System column.

Menu ~ i:l Search

Nexsan Storage

Mexsan Storage Systems

System Status Capacity IP Address
E®Nexsan Beast#l v MNorma N392 T8

The Nexsan Storage System opens. See "The Nexsan Storage System workspace" (page 28)

Nexsan 19
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Editing Connection Settings

Editing Connection Settings

Use this procedure for help about changing user credentials required to access the E-Series or
BEAST Nexsan Storage System the plugin connects to. Without proper authentication, system status fields
display as Unknown.

To edit connection settings:

1. Open a Nexsan Storage System workspace.

2. Select Actions > Connection > Edit Connection Settings.

= Nexsan Beast#1| actions~
Nexsan System Actions
Summary Monitor Configure pre Objects
— (& Refresh
AlloCatea: 41 15 olar s 1o
[ Open Nexsan GUI
B Rename...
v Overview = = Storage Pools
Maintenance 3
Model Mexsan E48 Total Storage Pools 4
£8 Create Storage Pool...
Firmware S0M.1303.rc1 Healthy 4
¥\, Create Volume... o
Raw Capacity 51.26 TB (48 Details
Connection » || #” Edit Connection Settings
8 x Fibre
Hast Ports il £s
8 % 1Ge-ISCS ¥ Remove Nexsan System
Datastore Volumes 2
v Disk Drives Healthy 2
Total Disk Drives 48 MNon-Datastore Volumes 2

3. Make any necessary changes to the User Name and Password in the Edit Connection Settings
window.

¢ Edit Connection Settings X

Management IP address and credentials
IP Address:
User Name: ADMIN

Password:

Update Cancel

4. After you've made your changes, click Update.

5. Verify your changes in the Recent Tasks pane at the bottom of the workspace.

20 | Part Number: D6200052 Rev: A
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Removing a Nexsan Storage System from vSphere

Use this procedure for help with removing a Nexsan Storage System from vSphere.

To remove a Nexsan Storage System from vSphere:
1. Open a Nexsan Storage System workspace that you plan to remove.

2. Select Actions > Connection > Remove Nexsan System.

B Nexsan Beast#1 AcTions~

Mexsan System Actions

Summary Monitor Configure pre Objects
—_— (& Refresh
Model: Nexsan BEAST 2 Raw Capacity Free: 300 GB
URL: http://172.17.18.00 | [4 Open Nexsan GUI ]
= Status: Fault @ Allocated: 109.12 TB Totalk 113.92 TB
Updated: 29-Dec-2017 14:44:3 =8 Rename... Pooled Capacity S
— , |
N_XSAN Maintenance " Allocated: 25.69 TB Total 309 TB

28 Create Storage Pool...

% Create Volume...

* Overview prage Pools
Connection 4 Edit Connection Settings
Model Nexsan E48 'f 9
Firmware RON.I207 ¥ Remove Nexsan System
Raw Capacity 96.02 TE (48 disks Failed 10

4x10Ge-iSCS Details

Hosth 4 x 1Ge-iSCS
~ Volumes / Datastores
~ Disk Drives Mon-Datastore Volumes [
Total Disk Drives 48 Healthy 6
Healthy (Pooled) 46 Details
Healthy (Spare) 1
Healthy (Unused) 1

Details

3. Inthe Remove Nexsan System window, click Remove.

X Remove Nexsan System X

Remove Mexsan System from inventory?

System Mame:  Mexsan BEAST#1

Remove Cancel

Nexsan 21
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Refreshing workspaces

4. Check Recent Tasks to confirm that the system has been removed.

A 172

Remove Nexsan system

Recent Tasks Alarms
Task Mame w7 Target 2
Add Nexsan systam A 172

Status
v Completed

v Completed

i Initiator & Queued For
VSPHERE.LOCAL\AdmiInistrator 66 ms
VSPHERE.LOCAL\AdmInistrator 38 ms

Refreshing workspaces

In cases where your changes to do not automatically update, and in team environments, use the methods in
this topic for help with manually refreshing data changes in the vSphere workspaces and Nexsan Storage

workspaces.

To refresh the vSphere Client:

® (Click the Refresh icon k% on the vSphere toolbar to refresh the entire vSphere Client view.

Note In vSphere it is sometimes necessary to force a refresh by switching your view to another location, such
as another workspace or tab, and then return to the original location to view your updates.

To refresh the Nexsan Storage workspace:

® Click the Refresh button at the top right of the main Nexsan Storage workspace to display newly added
storage systems or changes made by other users.

VSPHERE LOCAL ~

Administrator

Menu ~ Q. searen

Nexsan Storage

Nexsan Storage Systems

System Status Capacity
B Nexsan Beast#1 v Healthy ~ 113.927TB
== Nexsan E48VT-01 ©rFauLT 96.02TB
== Nexsan-E48-262 v Healthy 6. TE

Nexsan Volumes / Datastores

Search: | |

Volume Status Hosts  Paths

Al ' Healthy 0 3

R a2 + Healthy 0 0
R a0 0 0
B a2v2 0 3
W D 24 0

IP Address

System

Nexsan E48VT-01
Nexsan E48VT-01
Nexsan E48VT-01
Nexsan E48VT-01

Nexsan E48VT-01

opTions | [ ApDsysTem ||[ rerresH

Model Firmware
Nexsan BEAST S0MA203rc
Nexsan E48 RON.1207
Nexsan E48 RO11204.2

Storage Pool Datastore Status

Arrayl

Arrayl

12

12

Arrayl
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® |nother Nexsan Storage plugin windows, click Actions > Refresh.

= Nexsan E48P

Summary Maonitor

- Hardware
General
Connected Hosts
Host Ports
Disk Drives
w» Storage
Storage Pools
Storage Volumes
w Advanced

Advanced Setting

#2 | ACTIONS »
Mexsan Systemn Actions
Configure
@ Refresh
Propert [4 Open Nexsan GUI
Name | 2% Rename...
Status Maintenance
urL | B8 Create Storage Pool...
P agal ©. Create Volume.
Connection
- Hardware
Model

More Objects

Mexsan E48P#2

Healthy

Mexsan E48

RENAME..

® |n Global Inventory Lists > Nexsan Systems, click Refresh All

vm vSphere Client

~
‘,_."\ Search

Menu ~

U Administrator@VSPHERE.LOCAL ~

Nexsan Systems 2
B8 Nexsan E48VT-01

=9 UKSupportE18-01

Nexsan Systems

ok Add Nexsan System| @ Refresh All

System Name v Status
P Nexsan E48VT-01 FAULT
B9 UKSupponE1s-01 FAULT

N Model

Nexsan E4A8

Nexsan E1&

Y Fiiter
~ IR Address ~
1721713125, 1721713126

172171311, 172.47.131.2

® |nGlobal Inventory Lists > Volumes, click Refresh All

vm vSphere Client

e N
‘»‘i Search

Menu ~

U Administrator@Vs|

Nexsan Volumes 7
N AV

L A2

o A2VT

N A2VZ

‘ DNA 24 (Datastore)

‘ ProductionDataStore (Datastore

\ . glogicDriver

Nexsan Volumes

@ Refresh All

Volume Name v | Status

AWV Normal
WL ANV2 Normal
A2t Narmal
o A2v2 Normal
W DNA 24 (Datastore] Normal
‘ ProductionDataStore (Datastore) Normal
. glogicDriver Mormal

v System

Nexsan E48VT-01

Nexsan E48VT-01

Nexsan E48VT-01

Nexsan E48VT-01

Nexsan E48VT-01

Nexsan E48VT-01

Nexsan E48VT-01

Y Filer

~ Capacity v
10.07B
584 TE
10.0TB
58478
396TB
59478

396TB

Nexsan Storage Plu

gin for vCenter
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Refresh All: Global Inventory Lists and Related Objects

The vSphere Client Flash interface includes Refresh All in addition to a Refresh (selected objects) option for
Nexsan Systems and Nexsan Volumes.

1. In Global Inventory Lists, click Nexsan Systems or Nexsan Volumes.

2. Inany Nexsan Storage System or Nexsan Volume view, click Related Objects.

vmware: vSphere Web Client  #=

U | Administrator@VSPHERELOCAL =~ | Help ~

Navigator X PNexsanE4evT01 (@ [ =@ 28 ¥ | {chActions -
4 Back

Summary Monitor Manage | Related Objects |

=g Nexsan E48VT-01

‘ Mexsan Yolume I Mexsan Volume | Connected Hosts l

@ Connected Hosts @ Refresh All | (3 Refresh | {83 Actions +

| @ Filter -
Mexsan Volume Volume Name Status System Capacity
AT ATV Mormal Nexsan E48VT-01 10.0TB
T A1Y2 AlV2 Maormal Nexsan E48VT-01 58478
\: A2V A2V Maormal Nexsan E48VT-01 10.07TB
0 Azv2 A2V2 Maormal Nexsan E48VT-01 584 7B
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Changing monitoring options
Use the Nexsan options page to change monitoring options for:
® Nexsan Storage change events

VMware infrastructure change events

The inactivity timeout for monitoring

To change monitoring options:

—_

Open a Nexsan Storage System workspace.
Click Options.

N

Menu ~ i:'\ Search Administrator@VSPHERE.LOCAL ~

Nexsan Storage

MNexsan Storage Systems OPTIONS l [ ADD SYSTEM l [ REFRESH
System Status Capacity IP Address Model Firmware

B Nexsan Beast#1 @FAULT 13.92 TB 172.17.118.90, 172.17.118.91 Nexsan BEAST 50113013

== Nexsan E4BVT-01 v Normal 5126 TB 7217 118250, 17217 118.251 MNexsan E48 501.1303.rc1

B8 Nexsan-E48-262049-001 +* Normal 3601 TB 17217.118.235, 17217.118.234 Mexsan E48 RONM.1204.2

m

3. Update any of these settings:
® Disable or enable monitoring of Nexsan Storage change events
® Disable or enable monitoring of VMware infrastructure change events

® Change the duration of the monitoring inactivity timeout

Nexsan Storage - Options

Settings SAVE H CANCEL

Monitor for Nexsan Storage change events

Monitor for VMWare infrastructure change events [

Monitoring / inactivity timeout (minutes)
About

Current Plugin Version 119

4. Afteryou've made your changes, click Save.

Nexsan 25
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Chapter 3

Nexsan Storage Systems

This chapter contains the following topics, providing details about using Nexsan Storage Systems:

The Nexsan Storage System Workspace ... il 28

Accessingthe Nexsan GUI ... 31

Monitoring Nexsan Storage Sy stems .. 33

The Nexsan Volumes / Datastores tab ... .. 38

Managing Storage PoOIS . il 40

The Disk DriVes Page .. ...l 42
Nexsan 27
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The Nexsan Storage System workspace

The Nexsan Storage System workspace

The Nexsan Storage System workspace provides a system summary, Actions menu, and tab bar.

The Summary tab provides a direct link to the Nexsan GUI, information about and links to system hardware,
Storage Pools, Disk Drives, and Volumes / Datastores. See also "Managing Nexsan Storage" (page 51)

Menu ~ ".'::L Search Administrator
== Nexsan Beast#1 ACTIONS ~
summary Monitor Configure Volumes / Datastores More Objects
Model: Mexsan E48 Raw Capacity Free: 14 TB
URL: http://172 |
= Status: Healthy Allocated: 82.02 TB Total- 96.02 T|
Updated: 18-Jan-2018 10:17:09 Pocled Capacity Free: 2573 TB
N_XSAN Allocated: 38.28 TB Total: 64.01 TB
~ Overview ~ Storage Pools
Model Nexsan E48 Total Storage Pools 6
Firmware RONMN1207 Healthy 5]
Raw Capacity 96.02 TB (48 disks) Failed v}
~ Volumes / Datastores
= Disk Drives Mon-Datastore -
Volumes -
Total Disk Drives 48
Healthy 5
Healthy (Pooled) L . h
Details
Healthy (Unused) 7
Details
Here are some details about the workspace summary tab:
Section | Field ‘ Description
Overview Displays model name, firmware, raw capacity, and the number and types
of host ports
Model The model name of the Nexsan Storage System
Firmware The current Nexsan firmware version
Raw Capacity System storage capacity and number of drives
Host Ports The number and type of host ports used
Storage Pools Displays the number of Storage Pools, including pool health status, and

provides a link to the Storage Pools page

Total Storage Displays all deployed storage pools
Pools

28 | Part Number: D6200052 Rev: A
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Section | Field ‘ Description
Healthy Displays the number of healthy pools
Failed Displays the number of failed storage pools, if applicable
Details Directly opens the Storage Pools page
Disk Drives Displays total disk drives, the health status and number of pooled and
unused drives, and provides a link to the Disk Drives page
Total Disk Drives = Displays the total number of drives
Healthy/ Displays the health status and number of drives assigned to a storage pool
Unhealthy
(Pooled)
Healthy/ Displays the health status and number of drives not assigned to a storage
Unhealthy pool
(Unused)
Details Directly opens the Disk Drives page
Volumes / Datastores Displays total number of volumes with or without VMware datastores and
their health status, and provides a link to the Volumes / Datastores tab
page
Non-Datastore Displays the number of volumes without associated VMware datastores
Volumes

Healthy/Unhealthy = Displays the number and health status of volumes without associated
VMware datastores

Datastore Displays the number of volumes with VMware datastores, if applicable
Volumes

Healthy/Unhealthy = Displays the number and health status of volumes with VMware
datastores, if applicable

Details Directly opens the Volumes / Datastores tab page

Nexsan 29
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Nexsan Storage System Actions

Here are the commands and related topics for the Actions menu:

Menu commands ‘ Related topics

"Refreshing workspaces" (page 22)
"Accessing the Nexsan GUI" (page 31)

Mexsan System Actions

& Refresh
"Renaming a Nexsan Storage System" (page 87)

A Open Nexsan GUI .
© Maintenance

= Rename... ® "Setting a beacon on an enclosure" (page 92)
Maintenance » | B Beacon Enclosure ® "Restarting a Nexsan Storage System" (page
88)
£ Create Storage Pool... B@ Restart _
® "Shutting down a Nexsan Storage System"
¥ Create Volume_ =g Shut Down (page 90)
Connection r "Creating a Storage Pool / Array" (page 54)
/ Edit Connection Settings Creating a Nexsan Volume and datastore" (page
65)
¥ Remove Nexsan System Connection

® "Editing Connection Settings" (page 20)

® "Removing a Nexsan Storage System from
vSphere" (page 21)

Nexsan Storage System tab bar

® On the tab bar, you can click Monitor, Configure (Manage in the Flash GUI), Volumes / Datastores, or
More Objects (shows Nexsan Volumes and Connected Hosts).

2 Nexsan Beast#1 ACTIONS ~
Summary Monitor Configure Volumes / Datastores More Objects

Model: MNexsan E48

URL: http://172
= Status:  « Healthy
Updated: 22-Jan-2018 11:27:29

N=XSAN

Related topics

"Opening a Nexsan Storage System" (page 19)
"Monitoring Nexsan Storage Systems" (page 33)
"Managing Nexsan Storage" (page 51)

"The Nexsan Volumes / Datastores tab" (page 38)
"Viewing connected hosts" (page 83)
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Accessing the Nexsan GUI

The Nexsan GUI provides operations not currently available in the Nexsan RAID Storage Plugin for VMware

vCenter. For details, please see the Nexsan High-Density Storage User Guide.

You can open the Nexsan GUI Web interface from:
® the Actions menus
® the URL inthe Nexsan Storage System Summary workspace
From the Actions menu
To open the Nexsan GUI:
1. Open a Nexsan Storage System workspace.

2. Select Actions > Open Nexsan GUI.

vm vSphere Client ( 9] Administr
Y ramvol
ACTIONS

E= Nexsan System 1 GRBMI6 hul
Datast Nexsan Volume Actions

SERERS Summary Monitor Cq
Assigned Hosts 3 = (& Refresh

General

& Cpen Nexsan GUI
Hest Access
Y Rename. :l

‘@ Assign Hosts...

Initiator Mame

¢ Expand. Detfault

Datastore . 50-06-05-B0-09-18-9C-DO

50-06-05-B0-09-18-9C-D1
‘% Delete Volume

50-06-05-B0-09-18-9F-30

50-06-05-B0-09-18-9F-31

WSPHERELOCAL ~

Identifier

50-06-05-B0-09-18-9C-DO

50-06-05-B0-09-18-9C-D1

50-06-05-B0-09-18-9F-30

50-06-05-B0-09-18-9F-31

ASSIGN HOSTS..

Status

v Online
+ Online
v Online

v Onling

Paths

5 items

Alternatively, in the vSphere Client Flash interface, click the Nexsan GUI icon [ on the toolbar:

vmware: vSphere Web Client A=

ministratoni@y-sl | 7
© | Administrat @VSPHERE.LOCAL

| Hely

Navigator X PMexsanE4svi01 @& [ =2 2§ © | {chAcions ~
4 Back J Summary | Monitor Manage = Qpen Nexsan GUI
g BT EENHL Maodel:  Nexsan E42

W Mexsan Volume URL: hitp:{1172.
Status:  Fault €
B Connected Hosts = Updated: 209-Jan-2018 13:36:10

N=XSAN

RAW CAPACITY

ALLOCATED: 80.02 TB

POOLED CAPACITY

ALLOCATED: 42228 TB

FREE: 4 TB

TOTAL: 96.02 TB

FREE: 25.73 TB

TOTAL: 68.01 TB

Nexsan Storage Plugin for vCenter

Nexsan
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From the Nexsan Storage System Summary workspace
1. Open a Nexsan Storage System workspace.

2. Onthe Summary tab, click the link to the URL:

= Nexsan E48P#2 2ETIONSE

summary Monitor Configure Volumes / Datastores More Objects
Model Nexsan E48
URL: http://

= Status: Healthy
Updated: 04-Jan-2018 15:44:25

N=XSAN Click the link to
the Nexsan GUI

> Overview ~ Storage Pools
Model Nexsan E48 Total Storage Pools
Firmware SO11.1303 rc1 Healthy
Raw Capacity 51.26 TB (48 disks) .
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Monitoring Nexsan Storage Systems

This section provides the following topics, providing details about monitoring Nexsan Storage Systems:

Viewing systems issues and alarms .. ... ... 34

Viewing tasks and eVents ... . 36

Viewing system /O performance data ... ... 37
Nexsan 33
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Viewing systems issues and alarms

Use this procedure for help with viewing issues and alarms for Nexsan Storage Systems.

To view issues and alarms:

1. Open the Nexsan Storage System that you want to monitor.

2. Onthe tab bar, select Monitor. The initial view shows Issues and Alarms > All Issues:

All Issues

Issue
o}

Event Log

* Performance

1/O Performance L

Hardware Health 2

Severity
@ Error
@ Error
@ Error

¥ Tasks and Events

= Nexsan E48VT-01 @ acTions >
summary Monitor Configure volumes / Datastores More Objects
w Issues and Alarms All Issues

Type Name Description Details

System Nexsan E48VT-01 System 'Nexsan E48VT-01' is reporting at least one problem

Storage Pool gtest Storage Pool 'gtest’ has failed Details

Disk Disk 16 pod 1encl 1 Disk 16 pod 1encl 1 has failed Details
3items

3. Click Details. In the example here, a Storage Pool has failed. When a fault is detected, the Summary
page shows fault status on the system icon and status line, and an additional section highlighting the

issue.

= Nexsan E48VT-01

Updated

N=XSAN

0 Storage Pool Test543" has failed

~ Overview

Summary Monitor Configure

Model: Mexsan E48

ACTIONS ~

Volumes / Datastores

URL. http:/f172.
= Status:  Fault @
i 20-Jan-2018 15:38:47

© system 'Nexsan E48VT-01' is reporting at least one problem

Model Mexsan E48

Firmware ROM.1207

Raw Capacity 96.02 TB (48 disks)
4 % 10Ge-ISCS|

Host Ports 4 % 1Ge-1SCS!

More Objects

Raw Capacity Free: 14 TB
Allocated: 82.02 TB Total: 96.02 TB
Pooled Capacity Free: 2573 TB
Allocated: 38.28 TB Total: 64.01 TB
Details

- Storage Pools

Total Storage Pools 6
Healthy L
Failed 10

Details

* Volumes / Datastores
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4. In Storage Pools, click Details to display the workspace.

Summary Monitor

w Hardware

=¥ Nexsan E48VT-01

ACTIONS ~

Configure

Storage Pools

Volumes / Datastores

More Objects

CREATE POOL...

General
Search: |
Connected Hosts
Host Ports Mame Status Capacity Volumes Disks Type
Disk Drives 12 v Healthy 2078 0 12 RAID6 "
w Storage Array #4 v Healthy 478 1 2 RAIDO
Storage Pools Array1 v Healthy 20TB 3 12 RAIDE
Storage Volumes gtest O Fault 478 0 2 RAIDO
w Advanced ProductionDs v’ Healthy 6TB 1 6 RAID1
Advanced Settings testch v Healthy 4TB 0 3 RAIDS
testcb v Healthy 478 0 4 RAIDN
NL-5AS disks (Encl Q) v Healthy 1 N
9 items
5. Select the affected item to display details.
W Nexsan E48VT-01 ACTIONS ~
Summary Monitor Configure Volumes / Datastores More Objects
~ Hardware Storage Pools
General
searcn:[ ] CREATE VOLUME... | [ RENaME.. ][ DELETE |
Connected Hosts
Host Ports MName Status Capacity Volumes Disks Type
Disk Drives 12 ' Healthy 2078 2 12 RAIDG
+ Storage Arrayl v Healthy 20718 2 12 RAID6
Storage Pools ProductionDS " Healthy 6718 1 6 RAID1
Storage Volumes test32l v Healthy 0 TB o] 6 RAIDS
+ Advanced Test543 Q Fault 4718 o 2 RAIDO
Advanced Settings testch v Healthy 478 0 4 RAID1
NL-SAS disks (Encl O) v Healthy 6
NL-SAS disks (Encl 1) v Healthy 1
8items
Details Disk Drives Velumes
Mame: Test543
Status:  Fault )
Capacity: 4 TB
Type: RAIDO
Volumes: O
Disks: 2
6. Click the Details, Disk Drives, and Volumes tabs for more details:
Details Disk Drives Volumes
Location Status Usage Capacity Type
Disk 15 pod 1 encl 1 v Healthy Assigned 27TB SAS
Nexsan 35
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Viewing tasks and events
Use this procedure for help with viewing tasks and events for Nexsan Storage Systems.

To view tasks and events:

1. Open the Nexsan Storage System you want to monitor.

2. Onthe tab bar, select Monitor.

3. Under Tasks and Events, select Event Log.

= Nexsan E48VT-01 ACTIONS ~

Summary Monitor Configure Volumes / Datastores More Objects
Issues and Alarms
v Event Log ~
All lssues
¥ Tasks and Events
Eventlan Time Severity Source  Event
23-Jan-2018 12:28:25 Information €1 Tuning for RAID set 8 started
w Performance
-Jan- 128 formati C I Tun or RAID se ete
/O Performance 23-Jan-2018 12:28:25 Information | C1 Initial Tuning for RAID set 8 completed
23-Jan-2018 12:28116 Information | C1 Created volume 6 (72D64FD8) on RAID set 8, 3956.4GB
Hardware Health
23-Jan-2018 12:28.03 Information €1 Initial Tuning for RAID set 8 started
e PR . Created RAID set 8 (Quick): RAID level O with chunk size of 128 Kbytes using 2 disks enclosure
23-Jan-2018 12:28:03 Information | C1 0 disks 115,116 (init- 179981 sync:333)
23-Jan-2018 12:28:03 Information €1 Created volume 241 (72D64FEC) on RAID set 8, 40.0GB
23-Jan-2018 12:28:03 Information | C1 Created volume 242 (72D64FEB) on RAID set 8, 4 2GB
Jan. 0746 . - iscsi_comProcesskeys: TargetMame mismatch ign.1998-02 com.nexsan:p0:nxs-b01-
23-Jan-201810:07:46 | Waming 4 | €O 000:05ff0121 - ign1999-02.com.nexsan:p0:nxs-b01-000:03e3166e
23-Jan-2018 00:26:54  Information C1 Tuning for RAID set 5 completed
22 1ap-2018 22:291] Iniormation €0 Delsted volume #7 (72076408 from DA sot 7

The Event Log table shows information such as Time, Severity, Source, and an Event description.
Use the instant search feature to locate specific messages quickly.

Event Log
Search: | |
Time Severity Source | Event
09-Jan-2018 10:31:35 Error @ Co Array 3: disk 10 pod 1 (L4) failed
09-Jan-2018 10:31:35 Error @ co Disk 10 pod 1 failed (sn: KSGKKX4A)
08-Jan-2018 10:31:35 Warning 4 CO Failing disk 10 pod 1 by user request
iscsi © Proces ST a mi ch ion -} O X | g -
09-Jan-201810:0138  Warning A CO iscsi_comProcessKeys: TargetName mismatch ign.1999-02 com.nexsan:p0:nxs-bO1

000:05ff0121 : ign.1999-02.com.nexsan:p0:nxs-b01-000:03e3166e

iscsi_comProcessKeys: TargetName mismatch ign.1999-02.com.nexsan:p0:nxs-b01-

08-Jan-201810:34:51 | Warning A | CO 000:0570121 - ign. 1999-02 com nexsan:pOnxs-b01-000:03e3166e

29-Dec-2017 20:24:29 | Information | CO Surface scan for RAID set 3 has finished

29-Dec-2017 16:00:48  Information CO Surface scan for RAID set 3 has started

29-06c207 104533 Waming A |CO SCSSOMPacerseys Tagetiame mimalchar 289 02 comexsanpmi 0L
27-Dec-201717:32.43  System Co |15P8242 [0]: ISP Address State Change

27-Dec-201717:32.43  System Cl |1SP8242 [0]: ISP Address State Change

27-Dec-2017 17:32.27 | System o] ISP8242 [0]: ISP Link Up 00066802

36 | Part Number: D6200052 Rev: A
WWwWWw.nexsan.com



http://www.nexsan.com/

Chapter 3: Nexsan Storage Systems

Viewing system I/O performance data

The I1/O performance data page provides live graphical monitoring of Nexsan Storage Systems and Nexsan
Volumes. See also "Viewing I/0 performance data for volumes" (page 49)

To monitor 1/O Performance for a Nexsan Storage System:

Open a Nexsan Storage System workspace.

On the tab bar, select Monitor.

Select 1/0 Performance.

Eal R

Click Enable. The window displays live 1/0 throughput to the system in Read MB/sec and Write
MB/sec.

W Nexsan E48VT-01 ACTIONS ~

Summary Manitor Configure Volumes / Datastores More Objects
w Issues and Alarms |fO Performance
All Issues

w Tasks and Events

Event Log
w Performance
I/O Performance

Hardware Health

Read Write Read Write
MB/sec MBfsec 10s/sec 10s/sec

Name

ISCSI

CO1Ge-ISCSI- Net O
CO1Ge-ISCSI - Net 1
C11Ge-iSCSI - Net O

C11Ge-ISCSI - Net 1
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The Nexsan Volumes / Datastores tab

The Nexsan Volumes / Datastores tab displays all Nexsan Volumes and any related datastores? on the
current Nexsan Storage System, and provides buttons for Create a Nexsan Volume, Creating a datastore,
Renaming a Nexsan Volume, and Deleting a Nexsan Volume. The Storage Volumes grid includes:

® Volume Name and Status

® Capacity

® Storage Pool (array)
® Datastore

® Datastore status

To open the Nexsan Volumes / Datastores tab:

1. Open a Nexsan Storage System.

2. Onthetab bar, select Volumes / Datastores.

= Nexsan E48VT-01 | AcTions ~
Summary Menitor Configure Volumes / Datastores More Objects

Storage Volumes

searcn: [ ] CREATE DATASTORE
Volume Status Capacity Storage Pool Datastore
B o  Healthy 1078 Arrayl
‘ AlV2 v’ Healthy 584TB Arrayl
B A3 + Healthy 39678 Arrayi E Dna 24 v Normal
W ProductionDatastore v Healthy 594718 ProductionDS E5 ProductionDataStore + Mormal
W glogicDriver + Healthy 3.96 TB Array #4

5 items

3. Optionally, click Create Volume if you need to create a Nexsan Volume.

Select a volume to perform any of these tasks:
® (Creating a datastore

® Renaming a datastore

® Renaming a Nexsan Volume

® Deleting a Nexsan Volume

TIn VMware, datastores are virtual containers similar to file systems, designed to contain
storage devices. Datastores contain structures used to store virtual machines and
hidden details about each storage device. Datastores can also store VM templates, ISO
images, and floppy images. See https://pubs.vmware.com
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Opening the Storage Volumes page
Use this procedure for help with opening the Storage Volumes page.

To open the Storage Volumes page:

1. Open a Nexsan Storage System.

2. Onthe tab bar, select Configure (Manage in Flash).

= Nexsan E48VT-01 | acmions ~
Summary Monitor Configure Volumes / Datastores More Objects
T klanaware Storage Volumes CREATE VOLUME..
General
searcn: [ | CREATE DATASTORE.. | [ RenaMe.. | [ DELETE
Connected Hosts
Host Ports Volume Status Capacity Storage Pool Datastore Status
Disk Drives R + Healthy 10 TB Arrayl
~ Storage B a2  Healthy 584 TB Arrayl
Storage Pools B a3 + Healthy 396 1B Arrayl £ DA 24 + Normal
Storage Vol = . -
ErEgE LELIIEE W ProductionDataStore v Healthy 504 TB ProductionDS E3 ProductionDataStore v/ Normal
+ Advanced
W glogicDriver v Healthy | 3.96 7B Array #4
Advanced Settings : -
5items

3. Select Storage Volumes.

For details about this page, see "The Nexsan Volumes / Datastores tab" (page 38).
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Managing Storage Pools
The Storage Pools workspace features:
® Details about all storage pools (Nexsan arrays1 ) on the current Nexsan Storage System

® Buttons to Create a Storage Pool / Array, Create a Nexsan Volume and datastore, Rename a Nexsan
Volume, and Delete a Nexsan Volume.

The Storage Pools grid displays:
® Storage pool (array) name

® Status (Healthy or Fault)

® Capacity

® Number of volumes in the pool
® Number of disks in the pool

® Storage pool type (Array type)

To open the Storage Pools page:

—_

Open a Nexsan Storage System.

2. Onthe tab bar, select Configure (Manage in Flash).
3. Select Storage Pools.
Summary Monitor Configure Volumes / Datastores More Ohjects
 Hardware Storage Pools CREATE PQOL...
General
oo Hosie Search: | CREATE VOLUME... ] [ RENAME... ] [ DELETE
Host Ports MName Status Capacity Volumes Disks Type
Disk Drives Storage Pool 1 v/ Healthy 4TB 0 3 RAIDS ~
- Storage Storage Pool 3 v/ Healthy 20 TB 3 12 RAIDG
Storage Pools Storage Pool 4 v Healthy 47TB 1 2 RAIDD
Storage Volumes Storage Pool 5 v/ Healthy 4 TB 0 4 RAIDT
 Advanced Storage Pool 6 v/ Healthy 6TB 1 6 RAIDT
Advanced Settings Storage Pool 7 v Healthy 20 TB 1 12 RAIDG
Storage Pool 8 @ Fault 4TB 0 2 RAIDO
NL-SAS disks (Encil Q) v Healthy 1 v
9 items

TIn Nexsan storage terms, an array is a linked group of one or more physical,
independent hard disk drives. In VMware, a storage pool is equivalent to an array. See
also “RAID”.
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4. Select a storage pool to view information in the Details, Disk Drives, and Volumes tabs below the grid.

5. Optionally, you can:
® Click Create Pool to create a storage pool. See "Creating a Storage Pool / Array" (page 54)

® C(Click Create Volume to create a volume. See "Creating a Nexsan Volume and datastore" (page 65)

6. Select a volume to perform either of the following actions:
® Rename a volume. See "Renaming a Nexsan Volume" (page 68)

® Delete a volume. See "Deleting a Nexsan Volume" (page 70)
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The Disk Drives page

The Disk

The Disk Drives page features a Hot Spare command and lists drives, health and usage statuses,
associated storage pool, capacities, and types. See also "Adding a hot spare disk" (page 61)

To open the Disk Drives page:

1. Open a Nexsan Storage System.

Drives page

2. Select Configure (Manage in Flash) > Disk Drives to display details.

w Hardware

General

w Advanced

W Nexsan E48VT-01

Summary Monitor Configure Volumes / Datastores

Connected Hosts

Disk Drives

Host Paorts Location

Disk Drives Disk @ pod 1encl 1
- Storage Disk 10 pod 1encl 1

Storage Pools Disk 11 pod 1encl 1

Storage Volumes Disk 12 pod 1encl 1

Disk 13 pod 1encl 1

Advanced Settings Disk 14 pod 1encl 1

Disk 15 pod 1encl 1

Disk 16 pod 1encl 1

ACTIONS ~

Status

v Healthy
v Healthy
v Healthy
v Healthy
v Healthy
v Healthy
v Healthy
+" Healthy

More Objects

Usage

Assigned
Assigned
Assigned
Assigned
Assigned
Assigned
Assigned

Unused

Storage Pool
test321
test321
test321
test321
test321
test321
Test543

Capacity
278
278
278
278
278
278
278
278

HOT SPARE

]

48 items

3. Select adisk to display details such as manufacturer, model, firmware, and serial number.

Disk 1 pod 1
Disk 2 pod 1
Disk 3 pod 1

Details

Location:
Status:
Usage:
Storage Pool:
Capacity:
Type:

Speed:
Manufacturer:
Model:
Firmware:
Serial Number:

W Healthy Assigned
v Healthy Assigned

wi Healthy Assigned

Disk 1 pod O
Healthy

Assigned

Array #1

278

SATA

7200 RPM

Hitachi
HUAT22020ALA330
JKAOA3MA
JKNM30YAHSSTNT

Array #1
Array #1

Array #1

278
278
278

SATA
SATA
SATA

v

18 items
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Nexsan Volumes

This section provides the following topics for help with understanding Nexsan Volumes:

The Nexsan Volumes WOrKSPACE . . . . .. oo 44
OpeningaNexsan VolUmMe ... e 45
Opening a Storage Pool / Array from a Nexsan Volume ... ... 47
Monitoring Nexsan VolUMES . ... 48
Viewingissues and alarms wWith VOIUMES ...l 49
Viewing tasks and events for volUmMes . ... ... . . 49
Viewing I/O performance data for volumes .. .. 49
Nexsan 43
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The Nexsan Volumes workspace

The Nexsan Volumes workspace Summary tab displays data about capacity, type, system name, health,
snapshots, datastores, and links to volumes and datastores. See "Working with Nexsan Volumes" (page 64)

In this topic:
Nexsan Volume Summary
Opening a Nexsan Volume

Nexsan Volume Actions

Nexsan Volumes tab bar

Here is a typical Volume Summary:

] Administrator

ATV ACTIONS ~

summary Monitor Configure More Objects
Capacity: 10 TB Capacity Allecated: 10 TB
Type: RAIDE
System: UKSupportE48VT-01 Used:10 TB Maximum: 13.96 TB
LUN: 0

Status: Healthy

- Details ~ Datastore
Capacity 10TE Datastore Status Capacity Free
No datastore found
Used 10TB
Maximum 1396 TB ~ MNexsan System
Storage Pool Arrayl Systemn Status Model
B UKSupportE48vT-01 v’ Healthy Mexsan E48
LUN o
Serial Number 716F2AFO .
= Assigned Hosts
WWH 6000402003E0166E716F2AF000000000 Host Status Paths
MNo hosts assigned
Details
Section | Field ‘ Description
Details Displays Volume capacity, number of storage pools, LUNs, serial number,
and WWN
Capacity The total amount of disk space a disk can hold

® Used/Allocated Used and allocated disk space
® Maximum Maximum useable space, including used space and allocated space

Storage pool The number of storage pools (arrays) in the volume
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Section | Field ‘ Description
LUN The LUN number assigned to the volume
Serial Number The volume serial number
WWN The world wide name identifier of the volume
Datastore The associated VMware datastore name, status, and capacity or free
space (if applicable)
Nexsan System Displays the Nexsan Storage System name. Also provides a link to the
Nexsan Storage System workspace
Assigned Hosts Displays assigned hosts, status, and paths for the volume, and provides a

link to the Assigned Hosts page

Opening a Nexsan Volume

To open a Nexsan Volume:

1. Open the Nexsan Storage System containing the volume.

2. Under Nexsan Volumes / Datastores, click a Volume link to open its workspace.
Nexsan Volume Actions

Here are the commands and procedures for the Nexsan Volume Actions menu:

Menu commands Related procedures

"Refreshing workspaces" (page 22)
"Accessing the Nexsan GUI" (page 31)

Mexsan Wolume Actions

@ Refresh

"Renaming a Nexsan Volume" (page 68)
[ Open Nexsan GuI "Assigning a host to a Nexsan Volume" (page 76)
\# Rename... "Expanding a Nexsan Volume" (page 69)

Datastore
® "Creating a datastore" (page 71)

& Assign Hosts...

¢ Expand... .
® "Renaming a datastore" (page 73)
Datastore 3 X
K ekt Drfeeooe.. "Deleting a Nexsan Volume" (page 70)
| % Delete Volume [# Rename Datastore...
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Nexsan Volumes tab bar

In any Volume workspace, you can also click the Monitor tab, Configure tab (Manage in Flash), or More
Objects tab.

ATV ACTIONS ~
Summary Monitor Configure More Objects

Capacity: 10 TB

Type: RAIDG

System: MNexsan E48VT-01
LUN: 0

Status: Healthy

See also

"Monitoring Nexsan Volumes" (page 48)

"Renaming a Nexsan Volume" (page 68)

"Expanding a Nexsan Volume" (page 69)

"Adding a Nexsan Storage System to vSphere" (page 18)
"Viewing hosts assigned to Nexsan Volumes" (page 81)
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Opening a Storage Pool/ Array from a Nexsan Volume

Use this procedure for help with opening a Storage Pool / Array from a Nexsan Volume.

To open the Storage Pool / Array:

1. Open a Nexsan Volume.

2. Click alink to a Storage Pool.

[$] Administrator@WVs

ATV ACTIONS v
Summary Monitor Configure More Objects
Capacity: 10 TB Allocated: 10 TB
Type: RAID6
System: Nexsan E48VT-01 Used: 10 TB Maximum: 10 TB
LUN: Q
Status: Healthy
- Details - Datastore
Capacity 1078 Datastore Status Capacity Free
Mo datastore found
Used 10TB
Maximum 0TE ~ Nexsan System
Storage Pool Arrayl System Status Model
== Mexsan E48VT-01 v Healthy Nexsan E48
LUN 0
Serial Number 716F2AFO
v Assigned Hosts
WWHN 6000402003E0166E716F2AFO00000000 Host Status Paths
Mo hosts assigned
Details

The Storage Pools page opens.

Summary Monitor

+ Hardware

General

Configure

Storage Pools

Volumes / Datastores

More Objects

CREATE POOL...

Nexsan Storage Plugin for vCenter

www.nexsan.com

st i Search: | CREATE VOLUME... | [ RENAME.. | [ DELETE |
Host Ports Name Status Capacity Volumes  Disks Type

Disk Drives Storage Pool 1 v/ Healthy 478 0 3 RAIDS ~
« Storage Storage Pool 3 /' Healthy 20 T8 €] 12 RAIDG
Storage Pools Storage Pool 4 v Healthy 478 1 2 RAIDO
Storage Volumes Storage Pool 5 v Healthy 4TB 0 4 RAIDT
w Advanced Storage Pool 6 v/ Healthy 6TE 1 6 RAID
Advanced Settings Storage Poal 7 v Healthy 2078 1 12 RAIDG
Storage Pool 8 O Fault 4TB o 2 RAIDO

NL-SAS disks (Encl O) v Healthy 1 v

9 items
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Monitoring Nexsan Volumes

This section provides the following topics for help with monitoring Nexsan Volumes:

Viewing issues and alarms With Volumes . ... ... e

Viewing tasks and events for volumes

Viewing I/O performance data for volumes . ..
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Viewing issues and alarms with volumes

Use this procedure for help with viewing issues and alarms for Nexsan Volumes.

To view issues and alarms:

1. Open a Nexsan Volume you want to monitor.

2. Onthe tab bar, select Monitor. The initial view lists any issues under Issues and Alarms. Click the
Details link for more information.

ATV ACTIONS v
Summary Monitor Configure More Chjects
w Issues and Alarms All Issues
All Issues
w Performance
1/O Performance Issue  Severity Type Hame Description Details
0 @cEror  System N_’Exsaﬂ EABVITS System "Nexsan E48VT-01'is reporting at least one problem Details

1items

Viewing tasks and events for volumes
See "Viewing tasks and events" (page 36)
Viewing I/O performance data for volumes

The 1/O performance data page provides live graphical monitoring of Nexsan Storage Systems and Nexsan
Volumes. See also "Viewing system 1/O performance data" (page 37)

To monitor I/0 Performance data for a Nexsan Volume:
1. Open a Nexsan Volume.

2. Onthe tab bar, select Monitor.

3. Select I/0 Performance.
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4. Click Enable. The window displays live I/O throughput to the system in Read MB/sec and Write
MB/sec.

~ .
Menu . Search AdmInIstratort
M Q, search trat

ANV2 ACTIONS ~

summary Monitor Configure More Objects
w Issues and Alarms I/O Performance [ DISABLE
All Issues

I/O Performance

Initiator Mame Read MB/sec Write MB/sec Read I0s/sec Write 10s/sec

No host ports found
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Managing Nexsan Storage

This chapter provides the following sections and topics for help with managing Nexsan Storage:

Accessing Storage PoOIS ... il 52
Creatinga Storage PoOl / AITAY . . . ... 54
Renaming a Storage Pool / ArTay .. 57
Deleting a Storage Pool / AImaY il 59
Adding a hot spare disk ... .. 61
Removing a hot spare disk ... 62
Working with Nexsan Volumes ... il 64
Working With NOStS .. 75
Renaming a Nexsan Storage Sy Stem .. 87
Restarting a Nexsan Storage System .. 88
Shutting down a Nexsan Storage Sy s em ... 90
Setting abeacon on an enclosuUre .. 92
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Nexsan Storage Plugin for vCenter WWwWw.nexsan.com



http://www.nexsan.com/

Accessing Storage Pools

Accessing Storage Pools
Use this procedure for help with accessing Storage Pools (Nexsan arrays).

To access Storage Pools:

1. Open a Nexsan Storage System.

2. Select Storage Pools > Details to display a list of pools and their statuses, capacities, and the number
of related volumes, disks, and their RAID types.

= Nexsan E48VT-01 | acTions~
summary Monitor Configure Volumes / Datastores More Objects
rdwa CREATE POOL...
T iHardwars Storage Pools o
General
searcn: [ | CREATE OLUME... | [ ReName.. | [ peiete ]
Connected Hosts
Host Ports Name Status Capacity Volumes Disks Type
Disk Drives Storage Pool 1 Vv Healthy 2078 2 12 RAIDG A
~ Storage Storage Pool 3 v Healthy 478 1 2 RAIDO
Storage Pools Storage Pool 4 v Healthy 20TB 2 12 RAIDG
Storage Volumes Storage Pool 5 v Healthy 6TB 1 6 RAID1
+ Advanced Storage Pool 6 v Healthy 10TE o] 6 RAIDS
Advanced Settings Storage Pool 7 v Healthy 4TB o] 3 RAIDS
Storage Pool 8 v Healthy 4718 [¢] 4 RAIDT
NL-SAS aisks (Enci Q) v Healthy v
10 items
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3. Select any pool in the list for Details, as well as information about associated Disk Drives and

Volumes.
Sto rage pools CREATE POOL..
search | CREATEVOLUME.. | [ RENAME.. | [ DeLeTe |
Mame Status Capacity Volumes Disks Type
Storage Pool 1 v Healthy 20TB 2 12 RAIDE A
Storage Pool 3 + Healthy 4TB 1 2 RAIDO
Storage Pool 4 v Healthy 20TB 2 12 RAIDB
Storage Pool 5 v’ Healthy 6 TB 1 i} RAIDN
Storage Pool 6 v Healthy 10TB 4] 3] RAIDS
Storage Pool 7 v Healthy 4TB ] 3 RAIDS
Storage Pool 8 " Healthy 4 TB 8] 4 RAIDT
NL-5A5 disks (Encl Q) v Healthy 1 v
10 items
Details Disk Drives Volumes
Location Status Usage Capacity Type
Disk 15 pod 1 v Healthy Assigned 2TB SAS
Disk 16 pod 1 v Healthy Assigned 2TB SAS
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Creating a Storage Pool/ Array
Use these steps for help with creating a Storage Pool / Array.
Prerequisite
® Ensure that sufficient unassigned disks are available for the new storage pool. See "The Disk Drives page"
(page 42)
To create a Storage Pool / Array:
1. Openthe Nexsan Storage System workspace.

2. Select Actions > Create Storage Pool.

== Nexsan E48P#2 ACTIONS ~

Nexsan System Actions
summary Monitor Configure More Objects
—— | (@ Refresh
w Hardware Propert |‘_,)'Open Nexsan GUI RENAME...
General
Connected Hosts Name | B Rename... Nexsan E48P#2
Host Ports Status Maintenance > Healthy
Disk Drives
~ Storage URL £8 Create Storage Pool... http://0
Storage Pools
g P Addl T Create Volume. 0
Storage Volumes
Connection [
w Advanced
Advanced Settings Hardware
Model Mexsan E48
Firmware RONM1207.rc23
System ID 05030021
4 x SAS
ot Soris 4 x 1Ge-iSCsl
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Alternatively, select the Configure tab (Manage in Flash), then click Storage Pools > Create Pool.

Menu ~ 1:L Search (] Administrator
== Nexsan E48P#2 ACTIONS ~
summary Monitor Configure Volumes / Datastores More Objects
ML Storage Pools A
General
Connected Hosts
Host Ports Name Status Capacity Volumes Disks Type
Disk Drives Array #2 @ Healthy 65TB 3 14 RAID5
~ Storage Array #3 v Healthy 65TB 1 14 RAIDS
Storage Pools Array #4 ~/ Healthy 3978 1 14 RAIDS
Storage Volumes Array #5 v’ Healthy 1478 1 15 RAIDS
 Advanced SAS dlisks v’ Healthy 1
Advanced Settings SATA disks v Healthy 2
B items
Details Disk Drives Volumes
No item selected
[¥]
The Create Nexsan Storage Pool wizard opens.
3. Select the Disk Group you want to use and click Next.
Create Nexsan Storage Pool X
1. Disk Group MName Disks
NL-SAS disks (Encl O) 6
NL-SAS disks (Encl 1) 1
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4. Select the disks you want to use, click Assign, and then click Next.

Create Nexsan Storage Pool X
ASSIGN
Disk Disk
2. Select Disk

S Disk 12 pod 1 Disk 11 pod 1
Disk 14 pod 1 Disk 13 pod 1
Disk 16 pod 1 Disk 15 pod 1

3 disks 3 disks

5. EnteraPool Name, select a RAID level, and click Next.

Create Nexsan Storage Pool X

Pool Name: Poaoll ®

RAID Level: RAID 5 (rotating parity)

3. Pool Options

6. Inthe Confirmation window, review your changes and click Finish.
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7. To monitor the pool creation progress and related VMware activities, expand the Recent Tasks pane at
the bottom of the Storage Pools workspace.

Recent Tasks Alarms

Task Name i Target i Status e Initiator i Queued For
Create storage pool 3 172, v Completed VSPHERE.LOCAL\Administrator 66 ms

All v

Next, you'll need to create a Nexsan Volume and datastore for the pool.

Renaming a Storage Pool/ Array

Use this procedure for help with renaming a Storage Pool / Array.

To rename a Storage Pool / Array:
1. Openthe Nexsan Storage System workspace with the storage pool you need to rename.

2. Under Storage Pools, click Details. Alternatively, on the tab bar select Configure (Manage in Flash),
and then select Storage Pools.

Menu ~ i:'\ Search ) Administrator@VSPHERE LOCAL ~
= Nexsan Beast#1 ACTIONS ~
summary Monitor Configure Volumes / Datastores More Objects
Model: Mexsan E48 Raw Capacity Free: 14 TB
URL: nttp://172 |
= Status: thy Allocated: 82.02 TB Total: 96.02 TB
Updated: 18-Jan-2018 10:17:09 Pooled Capacity Free: 25.73 TB
= ]
N_XSAN Allocated: 38.28 TB Total: 64.01 TB
- Overview ~ Storage Pools
Model Mexsan E48 Total Storage Pools 6
Firmware ROM1207 Healthy 6
Raw Capacity 96.02 TB (48 disks) Failed 0
o Details
4 x 10Ge-SCSI
Sl Bt 4 x 1Ge-iSCS|
~ Volumes / Datastores
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3. Inthe Storage Pools workspace, select the pool you want to rename and click Rename.

Search: cReaTE vOLUME... ||[ Rename. ||| peiete |
Mame Status Capacity Volumes Disks Type
Storage Pool 1 v Healthy 2078 2 12 RAIDG A
Storage Pool 3 v Healthy 4TB 1 2 RAIDOD
Storage Pool 4 v Healthy 20TB 3 12 RAIDE
Storage Pool 5 Oraut 4TB 0 2 RAIDO
Storage Pool 6 + Healthy 6TB 1 6 RAID1
Storage Pool 7 + Healthy 10TB 0 6 RAIDS
Storage Pool 8 v Healthy 4TB ] 3 RAIDS
NL-SAS aisks (Encl O) v Healthy 4TB 0 4 RAID1 v
10 items
Details Disk Drives Volumes

Mame:  Storage Pool 7
Status: Healthy
Capacity: 10 TB

Type: RAIDS
Volumes: O

Disks: 5]

4. Inthe Rename Nexsan Storage Pool window, first review your selection and when you are ready click
Rename.

Rename Nexsan Storage Pool X

Enter the new name for the storage pool:

Pool Name: ‘ Storage Pool 7 x ‘

System: Mexsan E48VT-01
Pool Type: 4 TB, 2-disk RAIDO

Rename Cancel

5. Click Actions > Refresh.

6. Review the Recent Tasks pane to confirm that the storage pool has been renamed.
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Deleting a Storage Pool/ Array
Use this procedure for help with deleting a Storage Pool / Array.

Prerequisite
® You must delete any associated volumes before you can delete a Storage Pool / Array.

To delete a Storage Pool / Array:
1. Openthe Nexsan Storage System workspace with the storage pool you want to delete.

2. Under Storage Pools, click Details. Alternatively, on the tab bar select Configure (Manage in Flash),
and then select Storage Pools.

Menu ~ i:'\ Search ) Administrator@V5SPHERE.LOCAL ~
= Nexsan Beast#1 ACTIONS ~
summary Monitor Configure Volumes / Datastores More Objects
Model: Mexsan E48 Raw Capacity Free: 14 TB
URL: http://172 |
= Status:  Healthy Allocated: 82.02 TB otal: 96.(
Updated: 18-Jan-2018 10:17:09 Pooled Capacity
N—XSAN Allocated: 38.28 TB
- Overview ~ Storage Pools
Model Mexsan E48 Total Storage Pools 6
Firmware ROM1207 Healthy 6
Raw Capacity 96.02 TB (48 disks) Failed 0
o Details
4 x 10Ge-SCSI
Sl Bt 4 x 1Ge-iSCS|
~ Volumes / Datastores

3. Inthe Storage Pools workspace, select the pool you want to delete, and view the Details pane to
confirm that there are no associated volumes. If there are volumes associated with the pool, see
"Deleting a Nexsan Volume" (page 70).

Storage Pool 7
Storage Pool 8

NL-SAS alisks (Encl G)

Details

Name:
Status: Healthy
Capacity: 10 TB
Type RAIDS
Volumes: O
Disks: 5]

Disk Drives

Storage Pool 7

v Healthy
v Healthy
v Healthy

Volumes

10TB 0
478 0
4TB 0

(18]

RAIDS

RAIDS

RAID1 v

10 items
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4. Click Delete.

Storage Pools
Search: | CREATEVOLUME... | [ RENAME. ||| DELETE |
Mame Status Capacity Volumes Disks Type
Storage Pool 1 + Healthy 20TB 2 12 RAIDG& -
Storage Pool 3 v Healthy 4TB 1 2 RAIDOD
Storage Pool 4 v Healthy 2078 3 12 RAIDG
Storage Pool 5 O rFault 47TB 0 2 RAIDO
Storage Pool & + Healthy 6TB 1 6 RAID1
Storage Pool 7 »" Healthy 10TB 4] 6 RAIDS
Storage Pool 8 v Healthy 4TB 0 3 RAIDS
NL-SAS disks (Encl Q) v Healthy 4TB 0 4 RAIDN b
10 items

5. Inthe Delete Nexsan Storage Pool window, review your selection and click Delete.

Delete Nexsan Storage Pool X

Delete storage poal?

Pool Name:  Storage Pool 7
System: MNexsan E48VT-01
Pool Type: 10 TBE, 6-disk RAIDS

6. Click Actions > Refresh.

7. Review the Recent Tasks pane to confirm that the storage pool has been deleted.
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Adding a hot spare disk

Use this procedure for help with adding a hot spare1 disk.

Prerequisite

® Make sure you have an unused disk available before you begin this procedure.
To add a hot spare disk:

1. Openthe Nexsan Storage System workspace where you want to add the hot spare.

2. Select Configure > Disk Drives.

% Nexsan E48VT-01 HETRIB
Summary Monitor Configure Volumes / Datastores More Objects
™. Harduars Disk Drives
General
Connected Hosts
Host Ports Location Status Usage Storage Pool Capacity Type
Disk Drives Disk 9 pod 1encl 1 v" Healthy Assigned test321 278 SAS .
+ Storage Disk 10 pod 1 encl1 v Healthy Assigned testa2 218 SAS
Storage Pools Disk 11 pod 1encl 1 + Healthy Assigned test321 278 SAS
Storage Volumes Disk 12 pod 1encl 1 v Healthy Assigned test321 278 SAS
w Advanced Disk 13 pod 1encl 1 v Healthy Assigned test32 278 SAS
Advanced Settings Disk 14 ped 1encl1 v Healthy Assigned test32l 2TB SAS
Disk 15 pod 1encl 1 v Healthy Assigned Test543 278 SAS
Disk 16 pod 1encl 1 + Healthy Unused 2TB SAS N
48 items

3. Select an available Unused disk and click Hot Spare.

4. Inthe Hot Spare window, click Add Spare.

Hot Spare X

Hot spares are used automatically to replace a failed disk of the same
class

System: Mexsan E48VT-01
Disk: Disk 16 pod 1 encl1
Hot Spare: Mo

Add Spare Cancel

1A spare disk in a RAID array designated as "hot standby", available to replace a failed
disk without requiring a system shutdown.
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5. Click Actions > Refresh to display the hot spare disk status.

Disk Drives
Search: | HOT SPARE
Location Status Usage Storage Pool Capacity Type
Disk 15 pod O v Healthy Assigned ProductionDS 2TB SAS .
Disk 16 pod O v’ Healthy Assigned ProductionD5S 2TB SAS
Disk 9 pod 1 v Healthy Assigned ProductionD5s 2TB SAS
Disk 10 pod 1 v Healthy Assigned ProductionDS 2TB SAS
Disk 11 pod 1 v Healthy Spare 2TB SAS
Disk 12 pod 1 v Healthy Unused 2TB SAS
Disk 13 pod 1 v Healthy Unused 2TB SAS
Disk 14 pod 1 v Healthy Unused 2TB SAS hd
48 items
6. Review the Recent Tasks pane to confirm.
Removing a hot spare disk
Use this procedure for help with removing a hot sparel disk.
To remove a hot spare disk:
1. Openthe Nexsan Storage System workspace where you want to remove the hot spare.
2. Select Configure > Disk Drives.
% Nexsan E48VT-01 HETRIB
Summary Monitor Configure Volumes / Datastores More Objects
ML Disk Drives
General
Connected Hosts i |:|
Host Ports Location Status Usage Storage Pool Capacity Type
Disk Drives Disk 9 pod 1encl 1 v" Healthy Assigned test321 278 SAS o~
+ Storage Disk 10 pod 1 encl1 v Healthy Assigned testa2 218 SAS
Storage Pools Disk 11 pod 1encl 1 v Healthy Assigned test32l 278 SAS
Storage Volumes Disk 12 pod 1encl 1 v Healthy Assigned test32l 278 SAS
v Advanced Disk 13 pod 1 encl 1 v Healthy Assigned test321 278 SAS
Advanced Settings Disk 14 pod 1encl1 v Healthy Assigned test32l 278 SAS
Disk 15 pod 1encl 1 v Healthy Assigned Test543 278 SAS
Disk 16 pod 1encl 1 v Healthy Unused 278 SAS N
48 items

1A spare disk in a RAID array designated as "hot standby", available to replace a failed
disk without requiring a system shutdown.
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3. Select adisk labeled as Spare in the Usage column, and click Hot Spare.

Disk Drives

Search: |

Location Status Usage Storage Pool Capacity Type

Disk 15 pod O v Healthy Assigned ProductionDS 2TB SAS .

Disk 16 pod O v’ Healthy Assigned ProductionD5S 2TB SAS

Disk 9 pod 1 v Healthy Assigned ProductionD5s 2TB SAS

Disk 10 pod 1 v Healthy Assigned ProductionDS 2TB SAS

Disk 11 pod 1 v Healthy Spare 2TB SAS

Disk 12 pod 1 v Healthy Unused 2TB SAS

Disk 13 pod 1 v Healthy Unused 2TB SAS

Disk 14 pod 1 v Healthy Unused 2TB SAS hd
48 items

4. Inthe Hot Spare window, click Remove Spare.

Hot Spare X

Hot spares are used automatically to replace a failed disk of the same
class.
System: MNexsan E48VT-01
Disk: Disk 11 pod 1
Hot Spare:  Yes

Remove Spare Cancel

5. Click Actions > Refresh to display the updated disk status.
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Working with Nexsan Volumes

This section provides the following topics for help with working with Nexsan Volumes:

Creatinga Nexsan Volume and datastore . ... .. ... ... i 65
Renaming a Nexsan Volume .. il 68
Expanding a Nexsan VolUMIE L 69
Deletinga Nexsan VolUmMe . . . .. 70
Creating adatastore . ... ... e 71
Renaming adatastore ... . 73
Identifying volumes associated with adatastore ... .. ... 74
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Creating a Nexsan Volume and datastore

Use these steps for help with creating a Nexsan Volume and VMware datastore.
The Create Nexsan Volume wizard

Creating a volume with the wizard used in this procedure follows these basic steps:
1. Creating the volume.

2. Assigning a host (or hosts).

3. Creating a datastore.

Each step in the wizard requires the previous one, but the second and third steps can be done later. If it suits

your needs, you can create only the volume, create the volume and assign it to a host, or do everything at
once.

See also:

® "Assigning a host to a Nexsan Volume" (page 76)
® "Creating a datastore" (page 71)

Prerequisite

® Before you begin, make sure the storage pool (array) you plan to assign to the volume has enough available
disk space. See "The Disk Drives page" (page 42).

To create a Nexsan Volume and VMware datastore:

1. Open the Nexsan Storage System workspace.

2. Onthe tab bar, select Volumes / Datastores.

3. Click Create Volume.

Menu ~ O\ Search ()] Administrator@VvSPHERE LOCAL ~
= Nexsan E48VT-01 ACTIONS v
Summary Monitor Configure Volumes / Datastores More Objects
~ Hardware Storage Volumes CREATE VOLUME..
Genera
Connected Hosts
Host Ports Volume Status Capacity  Storage Pool Datastore Status
Disk Drives B 2w v/ Healthy 10 TB Array1
~ Storage B vz v Healthy 584 TB Arrayl
Storage Pools B 2oV « Healthy 10 TB 2
Storage Volumes = -
=) B ov2 v Healthy 584TB 12
w Advanced .
Advanced Settings ProductionDataStare v Healthy 594 TB ProductionDS
5items
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4. Inthe Create Nexsan Volume wizard, select the Storage Pool (Array) you want to assign to the
volume and click Next.

Create Nexsan Volume X

MName Available Disks Type
Array #1 10 RAIDS
Array #2 9 RAIDS
Array ¥3 14 RAIDS
Array #4 13 RAIDS

5. EnteraVolume Name and Volume Size, and click Next.

Create Nexsan Volume X

Volume Mame: Volume?

2. Volume Options Volume size: 138581 GB

Maximum size: 138581 GB
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6. Select an unassigned host, then click Assign > Next.

Note You can skip this step and assign a host later, but assigning a host to a volume is necessary before you
can add a datastore.

Create Nexsan Volume X

Host Name Host Name

172 Ne hosts assigned

3. Assign Hosts

0 hosts 0 hosts

7. Do either of the following:

a. Type aname to create a new VMware datastore (requires that a host be assigned. See the previous
step.) Click Next.

b. To skip creating a datastore, leave the Create Datastore check box unchecked and click Next.

Create Nexsan Volume X

Create Datastore: []

Datastore Name: VM datastore

4. Datastore Options

8. Inthe Confirmation window, review your changes and click Finish.
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9. InRecent Tasks, confirm that the volume is created. Volume creation is complete only when all VMware
subtasks are complete.

Recent Tasks Alarms

Task Name =2 Target =7 Status 7 Initiator =7 Queued For
Create VMFS datastore |j 172 v Completed VSPHERE.LOCAL\AdmInistrator 15 ms
Rescan VMFS |j 172, v/ Completed VSPHERE.LOCAL\Administrator 12 ms
Rescan all HBAs |j 172 v" Completed VSPHERE.LOCAL\AdmInistrator 17 ms
Create Nexsan volume G 172. v' Completed VSPHERE.LOCAL\AdmiInistrator 82 ms

Renaming a Nexsan Volume
Use this procedure for help with renaming a Nexsan Volume.

To rename a Nexsan Volume:
1. Openthe Nexsan Volume you want to rename.

2. Click Actions > Rename.

ATV ACTIONS v

Nexsan Volume Actions

Summary Monitor cts
(3 Refresh
Capacity: 1 Capacity Allocated: 10
Type:  § L5 OpenNexsan GuI ——
System: Used: 10 TB Maximum: 13.96 TB
LUN: ‘& Rename._
Status: H

Y& Assign Hosts
g Expand.

oblem Details

v

© System 'UKSupportE48v1 Datastore

% Delete Volume

~ Details ~ Datastore

Capacity 107TB Datastore Status Capacity Free

3. Enteranew volume name.

‘# Rename Nexsan Volume P e

Enter the new name for the volume:

Volume Mame: ATWV1425A

System: MNexsan E48VT-01
Serial Number: T16F2ZAFO
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4. Click Rename.

5. View Recent Tasks to confirm that the process has completed.

Expanding a Nexsan Volume

Use this procedure for help with expanding a Nexsan Volume and any associated datastore using available
storage pool space.

To expand a Nexsan Volume:
1. Open the Nexsan Volume you want to expand.

2. Click Actions > Expand.

ATV ACTIONS ~

Nexsan Volume Actions

summary Monitor cts
(& Refresh
Capacity: 1 Capi
Type ’ q |'_’, Open Nexsan GUI af
System: Used: 10 TB
LUN: ‘4 Rename
Status:  H

& Assign Hosts

¢ Expand
@ system 'UKSupportE48v] Datastore » [oblem Details
% Delete Volume
- Details - Datastore
Capacity 1078 Datastore Status Capacity Free
Mo datastore found
Used 10718
Maximum 1396 TB ~ Nexsan System
Storage Pool Arrayl System Status Model
BB Nexsan E48T-01 @ FauLT Nexsan E48
LUN 0
3. Enteranew size for the volume.
Expand Nexsan Volume X

Enter the new size for the volume:

New size: |58c:--:>|.59 x |GB

Current size: 5837.59 GB

Maximum size: 9797.41GB

4. Click Expand.

View Recent Tasks to confirm that the process has completed. Volume expansion is only marked as
completed once all subtasks have finished.
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Deleting a Nexsan Volume

Use this procedure to cleanly unmount a Nexsan Volume and any associated datastore.

CAUTION: LOSS OF DATA
Before you complete this procedure, ensure that the data is either replicated elsewhere or no longer
required.

Prerequisite
® Remove any associated virtual machines before you delete a Nexsan Volume. Otherwise deletion will be
blocked.
To delete a Nexsan Volume:
1. Open the Nexsan Volume you want to delete.

2. Inthe Volume window, select Actions > Delete Volume.

Menu (:'\ Search Administrator@®
© Volume #/7 | acTions ~
Mexsan Volume Actions
Summary Monitor Configurs
& Refresh
Ge | ENAM
L6 Prop [ Open Nexsan GUI HAOLE
Host Access
Mal ' Rename.. Volume #7
Sta & Assign Hosts.. Unknown
sy ‘e Expand.. Nexsan E48VT-01
st Datastore - Array #4
Ty Y 3¢ Delete Volume RAIDS
Serial Number JAEF25EA
WWN 6000402001E0002174EF25EAQ00Q000000
Capacity EXPAND...
Capacity 3.09TB

3. Inthe Delete Nexsan Volume window, confirm that you have the right volume, and click Delete.

‘x Delete Nexsan Volume X

Delete Nexsan volume?

Volume: Volume #7
System: Mexsan E48VT-01
Serial Number: 74EF25EA
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4. View Recent Tasks to confirm that the process has completed. Volume deletion is only marked as
completed once all subtasks have finished. For example:

Recent Tasks Alarms

Task Name =4 Target =2 Status =2 Initiator =2 Queued For
Remove datastore [:] DMNA 24 v" Completed VSPHERE.LOCAL\AdmInistrator 12 ms
Delete Nexsan volume A 172 v Completed VSPHERE.LOCAL\AdmInIstrator 37 ms

Creating a datastore

Use this procedure for help with adding a datastore to a Nexsan Volume if not already done so when the
volume was created. See also: "Creating a Nexsan Volume and datastore" (page 65).

Prerequisite
® The volume must be assigned to the VMware host to have a datastore assigned to it.
See "Assigning a host to a Nexsan Volume" (page 76)

To create a datastore:

1. Open a Nexsan Storage System workspace.

2. Select Volumes / Datastores from the tab bar. (Alternatively, you can select a volume and then select
Actions > Create Datastore.)

3. Select the volume you want to add the datastore to.

= Nexsan E48VT-01 | AcTions ~
Summary Monitor Configure Veolumes / Datastores More Objects

Storage Volumes

searcm: [ ] CREATE DATASTORE | [ RENaM

Volume Status Capacity Storage Pool Datastore Status

B o  Healthy 1078 Array!

‘ AlV2 v/ Healthy 584 TB Arrayl

' Az + Healthy 396 TB Arrayl E DNA 24 v/ Mormal
B ProductionDatastore v Healthy 59478 ProductionDS E3 productionDataStore v/ Normal
W glogicDriver + Healthy 3.96 TB Array #4

5 items

TIn VMware, datastores are virtual containers similar to file systems, designed to contain
storage devices. Datastores contain structures used to store virtual machines and
hidden details about each storage device. Datastores can also store VM templates, ISO
images, and floppy images. See https://pubs.vmware.com
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4. Click Create Datastore.

Create Datastore X

Enter the name for the datastore:

Datastore Name: AlV2

Volume: ATVZ
System: Nexsan E48VT-01

5. Inthe Create Datastore window, enter a datastore name and click Create.

6. Review the Related Tasks pane to confirm that the datastore has been created.

Recent Tasks Alarms
Task Name hd Target hd Status w Initiator w Queued For i Start Time
Create VMFS 0214/2018 4:52:00
|j 17217254 20 v/ Completed VSPHERE.LOCAL'A . 32 ms
datastore PM
02142018 4:50:03
Rescan VMFS |j 17217.254.20 v’ Completed VSPHERE.LOCALA_. 11 ms B

The new datastore also displays with the volume in the Nexsan Storage System and Nexsan Volumes
workspaces.
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Renaming a datastore
Use this procedure for help with renaming a datastore.

To rename a datastore:

1. Open a Nexsan Storage System workspace.

2. Onthe tab bar, select Volumes / Datastores

= Nexsan E48VT-01 | acTions ~
Summary Monitor Configure Volumes / Datastores More Cbjects
Storage Volumes CREATE VOLUME. ..
Search: RENAME DATASTORE.. ] [ RENAME... ] [ DELETE
Volume Status Capacity Storage Pool Datastore Status
| WA + Healthy 1078 Arrayl
‘ A2 v’ Healthy |5.84 TB Arrayl
B A3vi v/ Healthy 396 TB Arrayl ] DNA 24 T
‘ ProductionDataStore v Healthy 5.94TB ProductionDS Ed productionDataStore v Mormal
‘ qlogicDriver v Healthy 3.96TB Array #4
5 items

3. Select the volume with the datastore that you want to rename.

4. Click Rename Datastore.

Rename Datastore pd

Enter the new name for the datastore:

Datastore Name: DNA 24

Volume: A3VI

System: Nexsan E48VT-01

Rename Cancel

5. Inthe Rename Datastore window, enter a datastore name and click Rename.

6. Review the Related Tasks pane to confirm that datastore has been renamed.
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Identifying volumes associated with a datastore

Use this procedure for help with identifying Nexsan Volumes associated with a VMware datastore starting

from the VMware Hosts and Clusters workspace.
Prerequisite

® You'll need to know the name of the datastore that you want to find volumes for.

To identify Nexsan Volumes associated with a VMware datastore:

1. Open the vSphere client Hosts and Clusters workspace.

2. Onthe tab bar, select Configure.

B 172.17.254.20 | AcTions~

Summary Monitor Configure Permissions VMs Datastores Networks Maore Objects
¥ Storage A Storage Adapters
Storage Adapters
= =]
P Ed Refresh  [{ Rescan Storage...
Host Cache Configur.. Adapter T Type T Status T Identifier T Tar T Dev.
Protacol Endpoints 4 Model: 2600 Serles 16Gb Fibre Channel to PCI Express HBA '~
« MNetworking
vmhba2 Fibre C_.. Unknown 20:00:00:0e:1e15:d8:10 21:00-... 0 0
Virtual switches
VMkernel adapters vmhba3 Fibre C._.. Unknown 20:00:00:0e:1e15:d8:11 21:00:0... 0 0
Physical adapters 4 Model: ICH10 & port SATA AHCI Controller
TCP/IP configuration vmhba0 BlockS..  Unknown 0 0
+ Virtual Machines
_ 4 Model: 1ISCS| Software Adapter
VM Startup/Shutdo...
8 .hhasa el Funlina e el Elimn AGOG A crn 3 e W
Agent VM Settings £ >
Default VM Compati... _“j Copy All | 5 items
Swap File Location
3. Inthe navigation pane, select Nexsan Storage. Volumes and associated datastores display.
Advanced System 5. Nexsan Volumes / Datastores
System Resource Re., Search: | |
Firewall P
Services Volume Status LUN Paths System Pool Datastore Status
i B A  Healthy 0 1 jexsan | Slorage
) 8VT-01 Pool 3
System Swap
I - e Mexsan 5Storage
+ Hardware a2 v Healthy |1 00 EasvT-01 | Pool 3
Processors Mexsan Storage
Memory W NTEGNO3 V' Healthy 4 ! =.’:8‘:’T—-Sl Paol 1 & INTEGNO3 W Notmal
Power Management ™ + Healthy |3 . Nexsan  Storage = « Normal
 Nexsan Storage ProductionDataStore E48VT-01 Pool 6 ProductionDataStore
W san Star
Nexsan Storage W xcsoz4e3 + Healthy 2 1 ;E.SK‘JE‘.FI-OI ;._I..Inl.la?ge EJ xcso348m + Normal | ¥
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Working with hosts

This section provides the following topics for help with working hosts:

AssigningahosttoaNexsan Volume ... .. 76
Unassigning a oSt . 79
Viewing hosts assigned to Nexsan Volumes ... .. 81
Viewing connecCted NOSES .. .. 83
Renaming an initator . . ... ... 84
Deleting an iNitator ... 85
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Assigning a host to a Nexsan Volume

Use this procedure for help with assigning a host1 to a Nexsan Volume. The Assign Hosts window displays
unassigned initiator2 names and identifiers.

A volume must be assigned to a host running ESXi to be able to create or access a VMware datastore on it.

To assign a host to a Nexsan Volume:

1. Open aNexsan Volume.

2. Under Assigned Hosts, click Details.

AIV1 | AcTions~

summary Monitor Configure More Objects
Capacity: 10TB Capacity Alloc 10
Type:  RAID6 |
System: Nexsan E48VT-01 Used: 10 T8 210
LUN o]

Status:  Healthy

O System 'Nexsan E48VT-01' is reporting at least one problem Details

- Details » Datastore
Capacity 10TE Datastore Status Capacity Free
No datastore found
Used 10 TB
Maximum 10 TB - Nexsan System
Storage Pool Storage Pool 3 System Status Model
B Nexsan E48VT-01 O FauLT Nexsan E48
LUMN 0
Serial Number TI6F2AFO
- Assigned Hosts
WWN 6000402003E0166E716F2AFO00000000 Host Status Paths
[@ 17217 25420 v Normal |1

Details

1A physical computer, server, or other device which accesses the volumes in a Nexsan
Storage System. The host can be connected to the Nexsan Storage System with a Fibre
Channel connection, an iISCSI connection, or a SAS connection. A VMware host

computer runs virtual machines.
2|n storage networks, initiators are typically software or hardware Fibre Channel, iSCSI,
or SAS adapters accessing information on disk storage systems, the targets.
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3. Click Assign Hosts. Unassigned initiators display, grouped by VMware host. Unmanaged initiators are
listed under Other.

Assign Hosts X
Search: |
Initiator Name Identifier Status Paths
17217.254 20 ~
gn.1998-01.com.vmware:5a004e3e-da%e-788 iqn.1998-01.com.vmware:5a004e3e-da%e-788 « Online 1
8-5f5d-00259052dee0-4ab16e18 8-5f5d-00259052dee0-4ab16e18 B
{Other} W
6 items
Search:
Initiator Name Identifier Status Paths
{Other}
gn.2017-09.suse19190 gn.2017-09.5use19190
1items
Apply Cancel

4. Select the Initiator you need, and click Assign.

5. Check Recent Tasks to confirm that the operation has completed.

After you assign a host to a Nexsan Volume with a datastore, you can follow the Assign Hosts link from the
Volume workspace.

+ Assigned Hosts

Host Status Paths

@12 @ Normal 1

Details
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6. Click the link to the Assigned Host to open the VMware Hosts and Clusters workspace.

B2 e | B B (b [ B | EiAdions
J Summary | Monitor  Configure  Permissions  VMs  Datastores  MNetworks  More Objects  Update Manager
172.0 el CPU FREE: 15.57 GHz
Hypervizor: WMweare ESXi 6.5.0, 5989303 USED: 1.50 GHz CAPACITY: 17.08 GHz
WModel: Supermicro X80TS
MEMORY FREE: 8.75 GB
Processor Type: Intel(R} Xeon(R} CPU E5506 @ 2.13GHz
Logical Processors: & USED: 17.24 GB CAPACITY: 22.99 GB
HICs: 4 STORAGE FREE: 7.59 TB
Viulfiachines: . < USED: 7.21 TB CAPACITY: 1490 TB
State: Connected
Uptime: 62 days
b Hardware I:I| ‘ v Configuration [}
* Tags O | = Custom Attributes O
Assigned Tag Categony Desoription Attribute Value
This listis empty. AutoDeploy.Ma...
Assign... Edit..,
* Related Objects | | = Update Manager Compliance |
Cluster ] DRSCluster Status
---- Scan ... Detailed Status
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Unassigning a host

Use this procedure for help with unassigning a host from a Nexsan Volume.

A CAUTION: Before you begin, make sure the host being removed does not have any virtual
machines running on the volume.

To unassign a host from a volume:

1. Open the Nexsan Volume you want to unassign host access for.

2. Select Configure > Host Access.
3. Click Assign Hosts.

CSXMI6 | acTions~

Summary Monitor Configure More Objects
General Host Access

Host Access

Search: |

Host Initiator Name Identifier Status Paths
172
ign.1998-0l.com.vmware:5a | ign.1998-01.com.vmware:5a
|j 172, 004e3e-da9e-7888-5f5d-00 004e3e-da%e-7888-5f5d-00  « Online |1
255052deeD-4ab1618 258052dee0-4ab16e18
1items
4. Select an assigned host and click Assign Hosts. The Assigned Hosts window opens.
Assign Hosts X
Search: |
Initiator Name Identifier Status Paths
{Other}
50-00-62-B2-00-65-42-C0O 50-00-62-B2-00-65-42-C0 v Online 1
1items
Search:
Initiator Name Identifier Status Paths
17217 254 20
~
ign.1998-01.com.vmware:5a004e3e-da%e-788  ign.1998-01.com.vmware 5a004e3e-da%e-788  Online |1
8-5f5d-00259052dee0-4akb16218 8-5f5d-00259052dee0-4ab16e18 -
{Other} v
8 items
Apply Cancel
Nexsan
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5. Click Unassign, then Apply. The unassigned host initiator appears in red text in the bottom area of the

window.
Assign Hosts X
Search: |
Initiator MName Identifier Status Paths
Mo hosts assigned
O items
Search:
Initiator Name Identifier Status Paths
172.
~
iqn.1998-01.com.vmware:5a004e3e-da e3e-da9e-788 o Online |1
8-5f5d-00259052des0-4ab16218 -
{Other} W
7 items
Apply Cancel

6. Click Actions > Refresh. The Assigned Hosts should now update.

vm vSphere Client Menu ~ Q. search L Administrate
. CSXMI6
ACTIONS
= Nexsan System 1 CSXMI6 . >
Datastor Summary Monitor Configure More Objects
Assigned Hosts o S
Gensti Host Access
Host Access
Host Initiator Name Identifier Status Paths
{Other}

50-00-62-B2-00-65-42-C0 | 50-00-62-B2-00-65-42-C0 | + Online |1

1items

7. Review the Recent Tasks pane to confirm.
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Viewing hosts assigned to Nexsan Volumes

Use this procedure for help with viewing hosts assigned to Nexsan Volumes. If no hosts are currently
assigned, see "Assigning a host to a Nexsan Volume" (page 76).

To view hosts assigned to Nexsan Volumes:

1. Open the Volume you want to view host assignments for. View Assigned Hosts, status, and paths in
the bottom right section of the Volume workspace.

- Assigned Hosts
Host Status Paths

[[ 172.99.888.00 v/ Normal 3 W

2. Click Assigned Hosts in the object navigator (top left). The Assigned Host appears bottom left.

vm vSphere Client

VL ATV2
== Mexsan System 1
Datastore 0

Assigned Hosts

Assigned Hosts

& 172
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3. Click the URL to the Assigned Host to open the vSphere Hosts and Clusters workspace (see image

next page).
D172 e B - L) B | @ actons ~ =7
J Summary | Monitor  Configure  Permissions VMs  Datastores  MNetworks  More Objects  Update Manager
172.0 el CPU FREE: 15.57 GHz
Hypervisor, WHweare ESXi 6.5.0, 5969303 USED: 1.50 GHz CAPACITY: 17.08 GHz
WModel: Supermicro X20TS
MEMORY FREE: 8.75 GB
Processor Type: Intel(R} Xeon(R} CPU ES506 @ 2.13GHz
Logical Processors: & USED: 17.24 GB CAPACITY: 23.99 GB
HICs: 4 STORAGE FREE: 7.59 TB
Virusl fiachines: . 4 USED: 7.21 TB CAPACITY: 1480 TB
State: Connected
Uptime: §2 days
¢+ Hardware I:I| ‘ ¢ Configuration O
* Tags ) | = Custom Attributes ]
Assigned Tag Categony Desoription Attribute Value
This listis empty. AutoDeploy Ma...
Assign... Edit..,
* Related Objects | | = Update Manager Compliance ]
Cluster [} DRSCluster Status
---- Scan ... Detailed Status
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Viewing connected hosts
Use this procedure for help with viewing connected hosts.

To view hosts connected to a Nexsan Storage System:

1. Open a Nexsan Storage System workspace.

2. Select Configure > Connected Hosts.

== Nexsan E48P#2 AETELES =

Summary Monitor Configure Volumes / Datastores More Objects

v Hardware Connected Hosts
General

Search: |

Connected Hosts
Host Ports Host Initiator Mame Identifier Status Paths
Disk Drives 172.

v Storage = 20-01-00-0E-1E-09-5E-C4 | 20-01-00-0E-1E-09-5E-C4 v Online |1
Storage Pools ] 21-00-00-0E-1E-11-50-80 21-00-00-0E-1E-11-50-80 v Online |1
Storage Volumes ] 21-00-00-0E-1E-11-50-81 21-00-00-0E-1E-11-50-81 + Online 1

w Advanced {Other}

Advanced Settings 21-00-00-24-FF-OF-3D-5A | 21-00-00-24-FF-OF-3D-5A v Online 1
21-FD-50-EB-1A-9C-A0-B0 | 21-FD-50-EB-1A-9C-A0-B0

ign.1991-05.com.microsoft:m | ign.1991-05.com.microsoft:m
auve-server3 auve-server3
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Renaming an initator
Use this procedure for help with renaming an initiator.

To rename an initiator:

1. Open the Nexsan Storage System workspace.

2. Select Configure > Connected Hosts.

== Nexsan E48P#2 AETELES =

Summary Monitor Configure Volumes / Datastores More Objects

v Hardware Connected Hosts
General

Search: |

Connected Hosts
Host Ports Host Initiator Mame Identifier Status Paths
Disk Drives 172.

v Storage = 20-01-00-0E-1E-09-5E-C4 | 20-01-00-0E-1E-09-5E-C4 v Online |1
Storage Pools ] 21-00-00-0E-1E-11-50-80 21-00-00-0E-1E-11-50-80 v Online |1
Storage Volumes ] 21-00-00-0E-1E-11-50-81 21-00-00-0E-1E-11-50-81 + Online 1

w Advanced {Other}

Advanced Settings 21-00-00-24-FF-OF-3D-5A | 21-00-00-24-FF-OF-3D-5A v Online 1
21-FD-50-EB-1A-9C-A0-B0 | 21-FD-50-EB-1A-9C-A0-B0

ign.1991-05.com.microsoft:m | ign.1991-05.com.microsoft:m
auve-server3 auve-server3

3. Select the initiator you want to rename (select the Initiator Name or another part of the row, but not the
link to the host).

Connected Hosts

Search: [ renpme. ][ peLeE
Host Initiator Mame Identifier g[.g.nus Paths
{Other}

iqn.1991-05.com.microsoftuk67 | ign.1991-05.com.microsoft:uke?

657 2l.imation.com 6572limation.com
ﬂ ign.1991-05. com.microsoftukdt-  ign.1991-05.com.microsoftukdt-

cstestlo cstestlo

ign.1991-05.com.microsoft:win-2 | ign.1991-05.com.microsoft:win-2
= nikinlcclo nikinicclo
ign.1991-05.com.microsoft-win-5 | ign.1991-05.com.microsoft-win-5
Aboiluio7f AboiluioTf

4. Click Rename.
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5. Inthe Rename Initiator window, enter a new name.

Rename Initiator X

Enter the new name for the initiator:

Initiator Name: | E48-02- 21-00-00-0E-1E-11-50-80

System: MNexsan E48P#2
Host 172171188
Identifier: 21-00-00-0E-1E-11-50-80

Rename Cancel

6. Click Actions > Refresh.

7. Review the Recent Tasks pane to confirm.
Deleting an initator

Use this procedure for help with deleting an initiator.

To delete an initiator:

1. Open the Nexsan Storage System workspace.

2. Select Configure > Connected Hosts.

== Nexsan E48P#2 AETELS =

Summary Monitor Configure Volumes / Datastores More Objects

v Hardware Connected Hosts
General

Search: |
Connected Hosts
Host Ports Host Initiator Mame Identifier Status Paths
Disk Drives 172.

v Storage | 20-01-D0-0E-1E-09-5E-C4 | 20-01-00-0E-1E-09-5E-C4 v/ Online |1
Storage Pools | 21-00-00-0E-1E-11-50-80 21-00-00-0E-1E-11-50-80 v Online |1
Storage Volumes ] 21-00-00-0E-1E-11-50-81 21-00-00-0E-1E-11-50-81 v Online |1

« Advanced {Other}

Advanced Settings 21-00-00-24-FF-OF-3D-5A | 21-00-00-24-FF-OF-3D-5A v Online 1

21-FD-50-EB-1A-9C-AQ-BO | 21-FD-50-EB-1A-9C-A0-BO

ign.1991-05.com.microsoft:m | ign.1991-05.com.microsoft:m
auve-server3 auve-server3
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3. Select the initiator you want to delete (select the Initiator Name or another part of the row, but not the

link to the host).

Connected Hosts

Initiator Mame

ign.1991-05.com.microsoft:uke7
657 2l.imation.com

ign.1991-05_com.microsoft-ukdt-
cstestlo
ign.1991-05.com.microsoft:win-2
nikinlcclo

ign.1991-05. com.microsoft-win-5
Aboiluio7f

RENAME... ][ DELETE ]

Identifier Status Paths

ign.1991-05 _microsoft:uk6?
6572limation.com

ign.1991-05_ com.microsoftukdt-
cstestlo
ign.1991-05.com.microsoft:win-2
nikinicclo

iqn.1991-05.com microsoft win-5
AboiluioTf

4. Click Delete.

In the Delete Initiator window, verify your choice and click Delete.

Delete Initiator

Delete initiator? All settings for the initiator will be removed

Initiator Name:

System: Nexsan E48P#2
iqn.1991-05.com.microsoft:win-2nikinl

cclo

m Cancel

Identifier:

Click Actions > Refresh.

Review the Recent Tasks pane to confirm.
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Renaming a Nexsan Storage System
Use this procedure for help with renaming a Nexsan Storage System.

To rename a Nexsan Storage System:

1. Open the Nexsan Storage System workspace you want to rename.

Click Actions > Rename.

3. Enteranew System Name.

® Rename Nexsan System X

Enter the new name for the system:

System Name: DMA E48WT-01

System ID:  03ZE3166E
IP Address: 172.17.131.25, 1721713126

Rename Cancel D\}

4. Click Rename.
5. Click Actions > Refresh.

6. Review the Recent Tasks pane to confirm.

Nexsan 87

Nexsan Storage Plugin for vCenter WWW.Nnexsan.com



http://www.nexsan.com/

Restarting a Nexsan Storage System

Restarting a Nexsan Storage System

Use this procedure for help with restarting a Nexsan Storage System from the plugin.

A CAUTION: Ensure that this action is performed during a maintenance window so that no data is lost
while the storage system is restarting.

To restart a Nexsan Storage System:

1. Open a Nexsan Storage System workspace.

2. Select Actions > Maintenance > Restart.

Menu ~ i:"\ Search U Administrator@VSPHERE LOCAL ~
= Nexsan Beast#1| acrions~
Nexsan System Actions
Summary Monitor Configure re Objects
(& Refresh
Model: A Raw Capacity Free: 300 GB
URL 71g.90 | [5 Open Nexsan GUI &
= Status: Allocated: 10912 TB Total 113.92
Updated: 22-Dec-2017 10:49:5 28 Rename... T P TS
= : |
N_XSAN Maintenance » | B Beacon Enclosure ey E——
Allocated: 25.69 TB otal 30.9 TB
£8 Create Storage Pool... g Restart
@ system 'NexsanBeast#1' is reporting at least ? Create Volume... =g Shut Down
@ Disk 38 has failed Details
Connection *
= Overview ~ Storage Pools
Model Mexsan BEAST Total Storage Pools 4
Firmware SOM.1301.3 Healthy 4
Raw Capacity 113.92 TB (60 disks) .
8 x 10Ge-iSCS| + Volumes / Datastores
it 8 x 16e-iSCS i
Datastore Volumes 1
= Disk Drives Healthy 1
W
Total Disk Drives 60 Mon-Datastore Volumes 4
A

3. Inthe Restart Nexsan System window, select Hot Restart, Rolling Restart, or System Reboot.

® Hot Restart: For dual-controller units with certain configurations, this allows you to restart
the RAID Controllers without losing host connectivity or data transfer capability. During a hot
restart, each RAID Controller reboots individually.

For a hot restart to be performed, both RAID Controllers must be fully operational and have
the same firmware version, and the system must be in a mode that supports controller
failover (Active-Active or All Ports All LUNSs). If one or more of these conditions is not
met, and on single-controller units, the Hot Restart option is grayed out.

Note System settings requiring a reboot will not be applied by a hot restart.
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® Rolling Restart: For dual-controller units with certain configurations, this allows you to
restart the RAID Controllers with only a brief loss of host connectivity and data transfer
capability. During a rolling restart, each RAID Controller reboots individually.

For arolling restart to be performed, both RAID Controllers must be fully operational and
have the same firmware version, and the system must be in a mode that supports controller
failover (Active-Active or All Ports All LUNSs). If one or more of these conditions is not
met, and on single-controller units, the Rolling Restart option is grayed out.

Tip Inorderto avoid host connection timeout during a rolling restart, disk timeouts for all
hardware and virtual servers should be set to 150 seconds or more.

® System Reboot (default): This option executes a full restart of the system. While the
system is rebooting, the unit is offline, and arrays and volumes are inaccessible. Therefore,
hosts should be safely shut down or disconnected before performing a System Reboot.
After the system has finished rebooting, the arrays and volumes are once again accessible
and hosts can be restarted or reconnected.

= Restart Nexsan System X

Select restart operation to perform:

System Mame: MNexsan Beast#l

(O System Reboot

4. Click Restart.
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Shutting down a Nexsan Storage System
Use this procedure to shut down a Nexsan Storage System from the plugin.

f CAUTION: Physical access is required to restart the system.

Ensure that this action is performed during a maintenance window, so that no data can be lost during
the shutdown period.

To shut down the system:

1. Open a Nexsan Storage System workspace.

2. Select Actions > Maintenance > Shut Down.

Menu ~ 'C'\ Search (] Administrate

ACTIONS ~

W Nexsan Beast#1

Nexsan System Actions

summary Monitor Configure re Objects

— @ Refresh
Model Nexsan BEAST Raw Capacity Free: 300 GB
URL: g0 | & Open Nexsan Gul EEEEE—— "

= Status: Fault @ Allocated: 10912 T8 Total 113.92 TB
Updated: 22-Dec-2017 10:49:q =8 Rename

Pooled Capacity Free: 5.21TI
N-XSAN Maintenance » | B Beacon Enclosure
— B Allocated: 25.69 TB Total 30.9 TB
£8 create Storage Pool. TR Restart
@ System 'Mauve Beast#1'is reporting at least| ¥ Create Volume | =g Shut Down
@ Disk 38 has failed Details
Connection > |
- QOverview ~ Storage Pools
Model Mexsan BEAST Total Storage Pools 4
Firmware S011.1301.3 Healthy 4
Raw Capacity 113.92 TB (60 disks) .
8 x 10Ge-ISCS| v Volumes / Datastores
Host Ports B elomrs /
Datastore Volumes 1
~ Disk Drives Healthy 1

Total Disk Drives 60

w

Mon-Datastore Volumes
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3. Inthe Shut Down Nexsan System window, click Shut Down.

= Shut Down Nexsan System X

Shut down Mexsan System?

WARNING: Physical access is required to repower the system!

System Name: Mexsan Beast##1
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Setting a beacon on an enclosure
Use this procedure for help with setting a beacon on an enclosure to help locate it in a rack.

To set a beacon to an enclosure:

1. Open a Nexsan Storage System workspace.

2. Select Actions > Maintenance > Beacon Enclosure.

W Nexsan Beast#1| actions~

Mexsan System Actions

Summary Monitor Configure pre Objects
— e Refresh
Hardware ; i
v Disk Drive [ Open Nexsan GUI
General
Search:
Connected Hosts I I: =8 Rename...
et D Location ge Pool Capacity Type
Host Ports Maintenance » | B Beacon Enclosure
Disk Drives Disk 1 1TB SATA
- Storage Disk 2 #8 Create Storage Pool... ¥8 Restart 1 T8 SATA
Storage Pools Disk 3 ) Create Volume 28 Shut Down 1 3TB SATA
Storage Volumes Disk 4 o reree | 2TB SATA
i Connection > i R
 Advanced Disk 5 ssigned Suse#l 3TB SATA
Advanced Settings Disk 6 v Healthy Assigned Suse#l 2TB SATA
Disk 7 v’ Healthy Assigned Suse#! 1TB SATA
Disk 8 v Healthy Assigned Suse# 3TB SATA

60 itq

3. Inthe Beacon Nexsan Enclosure window, click Start.

= Beacon Nexsan Enclosure X

Beaconing the Nexsan system causes the lights on the front of the
enclosure to flash.

Systemn Name: MNexsan Beast#1

Beaconing: OFF

4. Review Recent Tasks to confirm.
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10Gb Ethernet
A 10 gigabit per second (Gb/s) Ethernet
connection using either fiber-optic cables or
twisted-pair copper wires.

10GbiSCSI
AniSCSI connection that runs on a 10Gb
Ethernet network.

10GbE
See “10Gb Ethernet” and “10Gb iSCSI”.

Active Directory
Microsoft’s directory service, used by all
supported Windows operating systems.
Abbreviated “AD”.

All Ports All LUNs (APAL) mode

A system mode for Nexsan storage systems. In

this mode, the entire system operates as a

array

bit

host, which sees the storage become active
through its second path.

In Nexsan storage terms, an array is a linked
group of one or more physical, independent hard
disk drives. In VMware, a storage pool is
equivalent to an array. See also “RAID”.

The smallest unit of digital data, representinga 0
ora 1. Abbreviated “b”.

boot drive

single node. The volumes can be mapped toany PYt€

or all ports on both RAID controllers. When a
controller fails, the ports on that controller

become inaccessible. However, if the volumes

are mapped to ports on the other controller as

well (which requires the host to be configured for

multipathing), they remain accessible to the

The device from which a computer’s operating
system is loaded. Typically, an internal hard
disk drive (or one of several partitions on such a
drive) is used for this purpose, but any attached
storage device—such as an optical disc drive, a
USB flash drive, or other attached storage—can
be used.

A unit of data that is 8 bits long. Often used for
alphanumeric characters. Abbreviated “B”.

Controller

See RAID Controller

Nexsan Storage Plugin for vCenter
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Datastore

DNS

In VMware, datastores are virtual containers
similar to file systems, designed to contain
storage devices. Datastores contain structures
used to store virtual machines and hidden
details about each storage device. Datastores
can also store VM templates, ISO images, and
floppy images. See https://pubs.vmware.com

See “Domain Name System”.

Domain Name System

A program or computer server that implements a
name-service protocol. It maps a human-
recognizable identifier to a system-internal,
often numeric, identification or addressing
component (usually an IP address).

E-Series

The series of Nexsan units that includes the
Nexsan E18, E48, and E60 storage units (and
their V and VT variants), the Nexsan E32V, the
Nexsan E18X, E48X, and E60X expansion units

failover

The capability of a system to switch over
automatically to a redundant or standby system
upon the failure or abnormal termination of the
previously active system. In Nexsan storage
systems, failover describes one RAID controller
taking over the host connections and RAID set
control of the other RAID Controller when that
controller fails.

Fibre Channel

A gigabit (Gb) speed network technology
primarily used for storage networking and the
current standard connection type for storage
area networks (SANs). Despite its name, Fibre
Channel signaling can run on both twisted-pair
copper wire and fibre-optic cables.

Fibre Channel port

Any entity that actively communicates over a
Fibre Channel network. Usually implemented in
adevice such as disk storage or a Fibre Channel
switch. Depending on the system, the Fibre
Channel ports on Nexsan Storage Expansions
can support 2Gb/s, 4Gb/s, or 8Gb/s
connections.

(and their XV variants), and the Nexsan E32XV. Fibre Channel switch

Nexsan E-Series units feature Active Drawer
Technology, Anti-Vibration Design, and
CoolDrive Technology.

Ethernet

A system for connecting a number of computer
systems to form a local area network (LAN),
with protocols to control the passing of
information and to avoid simultaneous
transmission by two or more systems. Supports
data transfer rates of 10, 100, 1,000, and 10,000
megabits per second (Mb/s). 10, 100, and
1,000Mb/s networks are often referred to as
10BASE-T, 100BASE-T, and 1000BASE-T,
respectively. 10,000Mb/s networks are usually
referred to as 10Gb Ethernet or 10GbE.

A network switch compatible with the Fibre
Channel protocol. Allows the creation of a Fibre
Channel network, which is currently the core
component of most storage area networks
(SANSs).

firmware

Small, fixed software applications, stored in
read-only memory (ROM) or programmable read-
only memory (PROM), that internally control
various electronic devices. In Nexsan E-Series,
and SATABeast/SASBeast storage systems,
each RAID controller is loaded with firmware to
control its functionality. Occasionally, this
firmware must be updated using the Update
Firmware page in the graphical user interface.

Nexsan Storage Plugin for vCenter
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frame

GB

GB/s

GiB

A data packet on an Ethernet or Fiber Channel
link. Each frame encapsulates a piece of data
with sender and destination information, along
with a data integrity check routine. Normal
frames can contain data up to 1,500 bytes in
length. Jumbo frames can contain larger data
payloads (9,000 bytes on Nexsan storage
systems) and are supported on 1Gb/s and
10Gb/s Ethemet (10GbE) networks. Jumbo
frames are typically used to boost performance
of iISCSI traffic.

Gigabyte. Approximately one billion
(1,000,000,000) bytes. Used to describe the
storage capacity of hard disk drives. A gigabyte
is usually computed as 109 (1,000,000,000)
bytes, but can also be computed as 230
(1,073,741,824) bytes (often called a “binary
gigabyte” and abbreviated GiB).

Gigabytes (GB) per second. Used to describe
the speed of network data transmission. 1 GB/s
is eight times faster than 1Gb/s.

A binary gigabyte, computed as 2*30
(1,073,741,824) bytes. See “GB”.

gigabit interface converter

A standard for transceivers, commonly used
with Gigabit (Gb) Ethernet and Fiber Channel,
with a hot-swappable electrical interface.
Gigabit interface converter ports can support a
wide range of physical media, from copper to
optical fiber, at lengths of up to hundreds of
kilometers.

graphical user interface

A type of user interface that allows users to
interact with electronic devices using images
rather than text commands. Nexsan storage
units use a graphical user interface for system
configuration.

GUI

host

See “graphical user interface”.

A physical computer, server, or other device
which accesses the volumes in a Nexsan
Storage System. The host can be connected to
the Nexsan Storage System with a Fibre
Channel connection, an iSCSI connection, or a
SAS connection. A VMware host computer runs
virtual machines.

hot spare

A spare disk in a RAID array designated as "hot
standby", available to replace a failed disk
without requiring a system shutdown.

HTTPS

I/O

(HTTP Secure) Communications protocol for
secure communication over a computer
network, with especially wide deployment on the
Internet. Technically, it is not a protocol in itself;
rather, it is the result of simply layering the
Hypertext Transfer Protocol (HTTP) on top of
the SSL/TLS protocol, thus adding the security
capabilities of SSL/TLS to standard HTTP
communications.

Input/Output. The communication between an
information processing system (such as a
computer or a Nexsan storage system’s

RAID controller), and the outside world (either
an operator or another information processing
system). Inputs are the signals or data received
by the system, and outputs are the signals or
data sent from it.

IP address

Internet Protocol address. A numerical label

assigned to each device (such as a computer,
printer, or Nexsan storage unit) on a computer
network that uses TCP/IP for communication.

Nexsan Storage Plugin for vCenter
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IP Configuration Tool
One of six Nexsan Storage Tools. Allows users
to configure the IP address of a Nexsan storage
system on the local subnet.

iISCSI
Internet Small Computer System Interface. A
transport protocol that provides for the SCSI
protocol to be carried over a TCP/IP network.

iISCSl initiator
In storage networks, initiators are typically
software or hardware Fibre Channel, iSCSI, or
SAS adapters accessing information on disk
storage systems, the targets.

jumbo frame
See “frame”.

KB
Kilobyte. Approximately one thousand (1,000)
bytes. Used to describe the storage capacity of
hard disk drives and the stripe size in RAIDs. A
kilobyte is usually computed as 10*3 (1,000)
bytes, but can also be computed as 210 (1,024)
bytes (often called a “binary kilobyte” and
abbreviated KiB).

Kbit
Kilobit. Approximately one thousand (1,000)
bits.

KiB
A binary kilobyte. Computer as 2*10 (1,024)
bytes. See “KB”.

load balance policy
In multipathing, a set of instructions for the
multipathing software to follow in order to ensure
that 1/0 transfers through host paths are

optimally routed and that no one path gets
overloaded with data.

logical unit
See “volume”.

LUN
Logical Unit Number. An identification scheme
for storage disks that supports a small number
of logical units. On Nexsan storage systems,
LUNSs are assigned to volumes and are
addressed as LUN 0 through 254.

MB
Megabyte. Approximately one million
(1,000,000) bytes. Used to describe the storage
capacity of hard disk drives. A megabyte is
usually computed as 10”6 (1,000,000) bytes, but
can also be computed as 220 (1,048,576) bytes
(often called a “binary megabyte” and
abbreviated MiB).

MB/s
Megabytes (MByte) per second. Used to
describe the speed of network data
transmission. 1 MB/s is eight times faster than

1Mb/s.

Mbit
Megabit. Approximately one million (1,000,000)
bits.

Mbit/s
Megabits (Mb) per second. Used to describe the
speed of network data transmission.

MiB
A binary megabyte. Computed as 220
(1,048,576) bytes. See MByte.

multipathing

A means of presenting volumes to a particular
host or hosts via redundant data paths. The
intent is to maintain 1/0 in the event of a path
failure. Multipathing may also be used to
increase performance. If not configured properly,
multipathing may lead to data corruption, as an
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operating system may not inherently realize that
the redundant paths are of the same volume and
thus could treat them as different volumes.

PSC
Platform Services Controller (PSC) "is a
component of the VMware Cloud Infrastructure
Suite. PSC deals with identity management for
administrators and applications that interact with
the vSphere platform." See
http://docs.vmware.com

RAID
Redundant Array of Independent Disks. A
system using multiple hard drives organized into
a single logical unit for the sharing or replication
of data in order to increase data integrity, fault-
tolerance, and throughput. Also referred to as a
RAID set. RAIDs are organized into
RAID levels, which describe their architecture
and configuration.

RAID Controller
A hardware device, software program, or
combination of the two which manages the
physical disk drives in a RAID and presents
them as a single logical unit to attached devices.
The RAID Controllers in Nexsan storage units
are hardware modules. Nexsan RAID
Controllers also provide connections for system
administration and configuration.

RDM
RDM is "a mapping file in a separate VMFS
volume that acts as a proxy for a raw physical
storage device. The RDM allows a virtual
machine to directly access and use the storage
device. The RDM contains metadata for
managing and redirecting disk access to the
physical device." See About Raw DEvice
Mapping, in http://docs.vmware.com

reboot

SAS

To restart a computer or computerized electronic
device. See also system reboot.

Serial Attached SCSI. A serial version of the
SCSil interface. A point-to-point architecture that
uses a disk controller with four or more channels
that operate simultaneously. Each full-duplex
channel, known as a SAS port, transfers data at
1.5Gb/s, 3Gb/s, or 6Gb/s in each direction. SAS
also supports Serial ATA (SATA) drives, which
can be mixed with SAS drives in a variety of
configurations.

SATA

SCSI

Serial Advanced Technology Attachment. A
connection standard for fixed and removable
hard disk drives.

Small Computer System Interface. A collection
of standards and proposed standards for
input/output (1/0) communication, primarily
intended for connecting storage subsystems or
devices to hosts.

Storage Pool

TiB

See "Array"

Terabyte. Approximately one trillion
(1,000,000,000,000) bytes. Used to describe the
storage capacity of hard disk drives. A terabyte
is usually computed as 10"12
(1,000,000,000,000) bytes, but can also be
computed as 2*40 (1,099,511,627,776) bytes
(often called a “binary terabyte” and abbreviated
TiB).

A binary terabyte. Computed as 2"40
(1,099,511,627,776) bytes. See TB.
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VAAI

vStorage APIs for Array Integration is a plugin
that provides hardware acceleration in VMware
ESX/ESXi environments.

vCSA

The vCenter Server Appliance is a preconfigured
Linux virtual machine, which is optimized for
running VMware vCenter Server® and the
associated services on Linux. See
http://docs.vmware.com

VMFS

Virtual machine file system, a clustered file
system used by VMware vSphere to store
virtual machine disk images and snapshots.

volume

An area of usable storage that is addressed as a
single unit as if it were a separate, physical disk
drive. Volumes can exist on a single disk drive
oron a RAID that spans multiple disk drives.

WWN

A World Wide Name (WWN) "or World Wide
Identifier (WWID) is a unique identifier used in
storage technologies including Fibre Channel,
Advanced Technology Attachment (ATA) or
Serial Attached SCSI (SAS)." See
http://www.wikipedia.org
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